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Teachers, doctors, politicians and journalists have recently found a common source of concern: ChatGPT. They all discovered the potential negative - and still by far unknown - impact of the fast developing artificial intelligence (AI) technology. Teachers are worried that students can use AI to produce essays undetectable for plagiarism which could seriously hamper their analytical development. Doctors are anxious about patients following a diagnosis provided through AI without it being confirmed by any medical specialist. Politicians fear that ChatGPT will challenge the real substance of honest democratic discussions and interfere with their dialogues with citizens, including in decision-making. Journalists are concerned that AI-produced articles are presented as journalism - without any checks for accuracy or for sources, leading to a potential surge in fake news.

Everyone is pointing at the same pitfalls. On the one hand, AI trains itself by drawing enormous amount of data from the internet but it cannot distinguish between what is fact and what is fake. On the other hand, there is an inherent racial, gender and class bias in existing data on the internet, so the AI system is prone to replicate the bias it draws on, deepening existing inequalities.

AI is spreading like wildfire. While recognising its benefits is easier, the potential harms of AI applications are not yet fully known, nor are enough safeguards in place to deal with them. At the moment, Big Tech companies are way ahead of laws and regulation, and are operating in one of the most unregulated sectors of the global economy. Governments have started identifying possible risks emerging from this lack of regulation and are developing solutions. The EU, for example, is advancing legislation such as Digital Services Act, the Digital Markets Act, the Data Act, the Data Governance Act and the Artificial Intelligence Act, which aim to rein in the power of US and Chinese companies dominating the sector.

Nonetheless, Big Tech companies are set in preventing governments’ regulatory efforts to continue to accumulate data. One of the most powerful tools available to them are international trade agreements. Clauses dictating free flow of data, bans on data localisation and non-disclosure of algorithms hand over to multinational companies a complete monopoly over data, while stripping governments and other actors in society from any potential oversight over algorithms and data use.

It seems inconsistent that, on the one hand, the EU introduces legislation to regulate the global digital economy and Big Tech companies; while on the other, it is promoting trade deals which will inevitably strengthen Big Tech’s influence against government regulation.

This inconsistency has led to some calls within academia to develop an international governance regime for the digital economy. This could entail the establishment of a core club of nations championing new digital trade agreements to advance a trusted digital environment, setting standards and rules. This regime could also develop basic criteria based on commonly agreed values - in a democratic sense of giving everybody the chance and the right to take part in the development of digital economies and their impacts on daily life.

There is a growing recognition that digital technologies are transforming the global trading system and will scramble the borders dividing sectors in both our macro-and micro-economies, shattering the division between traditional and new industries. In this context, the market alone will not resolve the emerging disputes and confrontations. Governance to of the digital economies will be - and already is - needed.
Shoshana Zuboff argued that the digitalized society is defined by the institutionalisation of a “pathological” division of knowledge. Big Tech corporations from the US and China get to access and process more information, feeding into their decisions over individuals - and consequently - societies.

It is necessary to re-think how rules and governance structures are shaped, jumpstarting a global process that can take into account the needs and rights of peoples in the global South and ensuring their participation in setting new standards.

There is very little assessment of the interrelation between the new proposed EU’s digital economy legislation and how it relates to the current EU’s digital trade policy. In light of this, The Left group in the European Parliament commissioned this report to explore this nexus as well as to map the possible effects of the EU’s digital trade agreements for European society.

Even though the preliminary findings are worrying, I hope they will lead to a productive participation in the collective task of re-shaping the digital era’s trade rules and governance structures. The findings of this study seem to suggest a lack of policy coherence, indicating that the EU could be undoing with one hand what it is doing with the other.

We invite fellow Parliamentarians, the European Commission, national regulators, watchdogs, academics, trade unions and civil society organisations to read this report, hoping that it will contribute to new standards and regulations benefitting society at large.

Helmut Scholz
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This research analyses the most dangerous clauses included in the EU digital trade agenda (“free” flow of data, bans on data localisation and non-disclosure of source code). It identifies 10 REASONS WHY IT WILL BE HARMFUL FOR EUROPEAN SOCIETY, EUROPE’S GREEN AGENDA AND DEMOCRACY AT LARGE:

1. THE EU’S ABILITY TO TAX THE MOST PROFITABLE CORPORATIONS IN THE HISTORY OF THE WORLD WOULD BE CONSTRAINED BY THE DIGITAL TRADE RULES

Digital firms have seen their profits soar during the last few years as a result of a sharp increase in cross-border digital activities. Yet the taxes they pay remain extremely low, including in Europe. A company like Uber, for instance, can easily shift “highest value creation” from the country of its operation to a tax haven like Ireland from where the backend software and analytics are shown to be provided. The European Commission already in 2018 proposed to improve unfair taxation for the digital economy. And, in 2021, the EU joined the global tax agreement reached at the OECD. Yet, EU’s efforts to tax Big Tech could be contradicted by its own digital trade policies.

Nearly all EU trade agreements with digital provisions include a ban on customs duties on electronic transmissions (ETs). This means that while importers of products such as cars, watches, and agricultural goods are subject to duties, or trade taxes, if the same good is electronic – as in the case of books, movies, or music – states are prohibited from imposing taxes. A key argument used by defenders of this ban is that it benefits EU digital export small and medium-sized enterprises (SMEs). But large U.S.-based corporations, including Apple (music), Netflix (movies), and Amazon (books) benefit from the moratorium far more than any SMEs in the EU.
And it is not just direct taxes that Big Tech seeks to prevent through trade agreements. A provision banning governments from being able to require a copy of data to be held locally makes it more difficult for governments to assess corporate profit taxes. Tax havens are increasingly used by Big Tech as “data havens” to prevent government access to data that could have tax implications otherwise.

2. QUALITY, ACCESSIBLE PUBLIC SERVICES WOULD BE UNDERMINED BY BIG TECH’S CONTROL OVER DIGITALIZATION OF SERVICES

Maintaining a strong public services sector in Europe will require strengthening algorithmic accountability and up-skilling digital knowledge among public workers. It will also require the use of large data sets by the public sector to improve education, health, transportation, water and electricity distribution, and other public services. Digitalization of public services often involves public-private partnerships with Big Tech corporations. If the data collection of the public service, or the provision of the service itself, is privatized, then so is the data. In order to obtain the data to improve public services, public services should maintain the right to access and control the data produced through any partnerships with private companies. Under the proposed EU digital trade rules barring states from requiring the localisation of data in the Party’s territory for storage or processing, the required disclosure from companies could be challenged under trade agreements.

3. EU CITIZENS’ DATA PRIVACY RIGHTS AND CONSUMER PROTECTIONS COULD BE UNDERMINED BY THE DIGITAL TRADE RULES

The landmark legislation of the GDPR published in 2016 set the global standard for the fundamental rights of data privacy and data protection. Recent trade agreements, like the ones with the UK and New Zealand, include a clause that aims to safeguard the protection of personal data and privacy. However, there are serious doubts that the “safeguards” included will indeed protect personal privacy. Subsequent to the publication of the EU-United Kingdom Trade and Cooperation Agreement (EU-UK TCA), the European Data Protection Supervisor (EDPS) stated that “[...] the TCA creates legal uncertainty about the EU’s position on the protection of personal data in the context of trade agreements and risks creating friction with the EU data protection legal framework”.

4. THE EFFORTS OF EUROPEANS TO ENSURE THE RIGHTS OF LOCAL MINORITIES AGAINST DISCRIMINATION WOULD BE UNDERMINED BY THE DIGITAL TRADE RULES

There is a growing body of evidence that AI can exacerbate discrimination and cause harm, either through faulty algorithms which “learn” patterns based on past inequities, or by exacerbating inequalities found in data sets used for training. In 2019, the EC published a White Paper on Artificial Intelligence which recognised that the increasing use of algorithms in Europe poses specific risks in terms of fundamental rights and in particular in terms of equality and non-discrimination. Further, recent studies have shown that source codes and algorithms which are inter-connected and learn from themselves (machine-learning) can lead to many undesired outcomes which include discrimination based on income, color and gender.
But digital trade proposals proscribe states from requiring source code disclosure. They do contain exceptions to allow disclosure of source codes and algorithms to requesting judicial or regulatory authorities for investigations, and the EU-New Zealand FTA uniquely expands this to include discrimination and bias. But the Conference of the Federal and State Ministers for Equality of Germany “pointed out that, due to the complexity of the matter, it seemed unrealistic that those affected would be able to detect and pursue algorithmic discrimination.” Furthermore, transparency remedies must also be available for affected parties, researchers, critical engineers, advocates, trade union stewards, and the general public – not just for governments. If algorithmic systems might violate fundamental and human rights to be free of discrimination, AI systems should have to be proven not to do so in advance of their deployment – not after harms are suffered.

5. **THE EU’S GREEN DEAL AGENDA, ESSENTIAL TO ENSURING FUTURE SUSTAINABILITY, WOULD BE HAMPERED UNDER THE DIGITAL TRADE RULES**

The EU Green Deal promotes new technological innovation to resolve the world’s climate crisis. But for the entire world to make the necessary transitions, transfers of climate-reducing technology innovations to ensure their global use will be required. Bans on source code disclosure, and other forms of technology transfer, will render the achievement of the Paris Agreement impossible for many countries.

Countries also need tax revenue (for example, from taxing Big Tech) in order to fund their transition. Big Tech’s proposals to limit the ability of states to tax their activities will reduce those needed investments. The hyper-concentrated and data hungry digital economy promoted by Big Tech and the proposed digital trade rules is also radically at odds with the fight against global warming. The digital economy uses 10% of the world’s electricity and generates nearly 4% of global CO2 emissions, almost twice as much as the civil aviation sector. Sustainable digitalization cannot co-exist with huge digital monopolies pushing for ever more collection, storing and processing of data on a global scale.

6. **THE EU’S DIGITAL TRADE AGENDA WOULD CONSTRAIN POLICYMAKERS’ AND REGULATORS’ ABILITY TO REIN IN BIG TECH’S MARKET DOMINANCE AND ENSURE A LEVEL PLAYING FIELD**

European regulators and legislators have become well aware of the negative impacts of Big Tech’s monopoly practices and powers. Europe has engaged in the most extensive enforcement actions to reduce Big Tech’s market dominance to set a level playing field to ensure fair competition, especially for SMEs. But certain provisions in digital trade agreements, in particular the Understanding on Computer and Related Services (UCRS), bans on source code disclosure requirements, interoperability provisions, and bans on local presence requirements, could undermine these efforts.

The UCRS would guarantee digital infrastructure firms have virtually unrestricted access into countries and rights to operate there with very limited regulation. Countries that agree to the EU’s UCRS agree to include market access commitments for “computer systems, programming including source codes and algorithms, maintaining computer systems and software, and processing and storage of data.” But it would also include those services yet to be invented. They could not limit the size or scope of a foreign company’s operations. Applying open-ended disciplines which restrict competition policy remedies to all digital services would benefit the monopolistic practices of Big Tech.

Anti-competitive practices using algorithms are ubiquitous in the online retail sector, where companies like Amazon ensure that their search algorithms privilege their own products or services above those of others. The exceptions included in digital trade rules will not be enough to curb those practices. Those rules still require a suspicion, as they relate to specific cases, and cannot require disclosure as a general rule– individuals must know that they are being harmed and have a suspicion that it is because of the algorithm and convince the regulatory agency.
7. SMALL BUSINESSES IN THE EU WOULD BE HIGHLY DISADVANTAGED UNDER THE EU’S DIGITAL TRADE RULES

In 2021, 99.8 percent of all enterprises in the EU-27 non-financial business sector (NFBS) were SMEs. They employed 83 million people. The vast majority of EU-based SMEs that sell online use Big Tech online platforms to reach consumers. SMEs are dependent on platforms’ algorithms in terms of how their products are ranked in search results or are otherwise advertised. Businesses using Big Tech platforms do not have access to the data on their own customers and resulting from their activity on the gatekeeper’s platform, making it impossible for them to compete in a fair market – while the Big Tech platform can use such data for its own business purposes. Digital trade provisions that bar states from being able to require algorithmic transparency or that copies of data be stored locally constrain remedies for these problems.

Furthermore, European proposals in trade agreements propose to fully liberalize the market access for computer and related services so digital infrastructure firms have virtually unrestricted access into countries and rights to operate with very limited regulation. While some may see an opportunity to gain access to foreign markets for European firms, the first mover and scale advantages of U.S.-based Big Tech means they would likely consolidate their dominance rather than SMEs. In that context, it is difficult to see any scope for protecting or supporting European SMEs.

8. THE EU’S DIGITAL INDUSTRIALIZATION AGENDA WOULD BE HAMPERED IF BIG TECH WERE ABLE TO UPLOAD THEIR INTERESTS INTO DIGITAL TRADE AGREEMENTS

Europe’s digital industrialisation strategy relies on improving access to data, developing technology and infrastructure, and appropriate regulation. However, the digital trade strategy clashes with Europe’s aims. A great amount of data that is generated in Europe is held by foreign-based companies. European drivers and riders produce data for Uber, European consumers make purchasing choices on Amazon, which the U.S.-based corporations then use for their own business strategies. Digital rules would prevent governments from requiring companies to share this data or requiring data to be held locally. As a result, Europe’s ability to access the large troves of data required to scale digital industrialization will be compromised.

The creation of digital infrastructures, in particular data centres used for cloud computing, is key for Europe’s digital industrialization strategy. Currently, U.S.-based companies now control nearly 72 percent of the European cloud storage market. France and Germany have promoted local data centre infrastructure, and the EU proposed the creation of a European cloud, Gaia-X. But the EU’s digital trade rules against data localization proscribe states from being able to require the use of computing facilities or network elements in the Party’s territory for storage or processing. If the EU could not ensure that EU-based data infrastructure is utilized, then cloud carriers such as Amazon, Google, and Microsoft will pursue their data storage and processing needs in cheaper data havens, not in Europe.
9. THE DIGITAL RULES WOULD REDUCE THE ABILITY OF EUROPEAN AGENCIES TO ENSURE FINANCIAL STABILITY, DIGITAL INTEROPERABILITY, AND CYBERSECURITY SUCH AS REGARDING THE “INTERNET OF THINGS”

Preserving policy space for regulation is crucial to ensuring widespread benefits from digitalization and guaranteeing European fundamental rights in the digital sphere. The digital trade rules are broad and all-encompassing. Public interest regulation would be subject to challenges with only the narrow window of limited exceptions. Future-proofing the ability to regulate according to evolving political and economic landscapes is crucial.

For example, digital trade rules could affect financial regulation and cybersecurity. Decisions in the financial sector are increasingly determined by algorithms which must be subject to regulatory oversight and public scrutiny. Decisions such as who will get a loan for a house or who will be awarded insurance based on credit risks, are increasingly made by data and algorithms. Also, the growing automation of stock markets operations pose enormous risks in terms of financial stability. Despite exceptions for prudential measures, trade provisions bar governments from requiring disclosure of source code in order to ascertain the security of the financial sector and would preclude the regulatory oversight necessary to guarantee financial security.

The Internet of things (IoT) market for digitally connected devices is an emerging concern for cybersecurity specialists. European governments are increasing cybersecurity legislation on IoT devices in order to protect sensitive consumer (including financial) data and safety. Cybersecurity regulation will require standards such as two factor authentication (TFA), and the disclosure of source code to evaluate high-risk algorithms and cybersecurity measures. But the provisions of digital trade rules promoted by the EU would bar states from being able to require necessary disclosure of source code. The exceptions – including in the most recent EU-NZ FTA – still far short of the enormity of the urgent need for more public oversight.

10. THE POWER IMBALANCE BETWEEN BIG TECH AND WORKERS WOULD BE TILTED EVEN FURTHER AGAINST WORKING PEOPLE, IF BIG TECH GETS ITS WAY IN REWRITING THE RULES THAT GOVERN DIGITALIZATION

Digital trade proposals in trade agreements represent an effort by Big Tech to further consolidate that upward distribution of income from labour to capital. In discussions on the future of work, the emphasis on job retraining and skill-based technological growth can be useful but should not be a distraction. The most important aspect in shaping who will benefit from expanded technological use will be the policy environment in which that technology is utilized. If workers are not guaranteed their fundamental rights, freedom, and autonomy in digitalised workplaces, and if workers do not have a governance stake in the data produced by workers, and instead this data is allowed to be “owned” by the collecting corporation, it will permanently skew the balance of power in further favour of corporations. Whether workers should have economic rights to the data they help produce is a subject being debated. Locking data related commitments under trade agreement will make any such thing impossible, likely leading to a permanent suppression of labour’s collective bargaining power in a digital age.

Big Tech applies extensive political pressure in Europe, and it appears that their lobby activities have resulted in a deregulatory trade agenda that primarily benefits Silicon Valley.

The thinking that more digital trade means that there must be rules governing this trade is misplaced. Trade agreements inherently limit states’ rights to regulate economic behaviour. Yet, governments should have the space to advance regulations to ensure human and fundamental rights in the digital economy; promote the use of data and digitalization for the public good; and promote digital industrialization. The EU must ensure that its trade agreements do not constrain its ability to implement stronger regulation of Big Tech to protect workers, consumers, SMEs, minorities, sustainability, and fundamental rights in the digital sphere.
INTRODUCTION: THE EU’S DIGITAL TRADE AGENDA: WHY DOES IT MATTER?

Digitalization is the defining economic transformation of our time. The benefits to society from increased digital efficiency and access are well-known. But the harms caused to society from the expansion of Big Tech’s decision-making over our lives as workers, consumers, small businesses, and citizens, as well as our democracies as a whole, are no longer being ignored.

That’s why legislators and regulators in the EU have begun a long process of developing appropriate public interest oversight over the actions of Big Tech behemoths and the digital economy more generally.

While the improvement in technology is welcome, the policy environment within which the technologies are utilized defines who will gain, and who may suffer in the long run. This policy environment is the choice of lawmakers and regulators, rather than being an unseen force under which the winners and losers are inevitable.

Hereetofore, policy makers have allowed technology companies to accelerate the incursion of technology into our lives without a priori regulation. While Big Tech are now the largest and most powerful corporations in the history of the world, they are also the least-regulated of any sector.

Big Tech companies have long argued that regulation would stifle innovation. But the reality is that today, the largest and most powerful technology corporations act not as innovators but as monopolists, seeking to prevent competition and dominate markets. They accomplish this through a business model that depends on mass surveillance of users, by monopolizing data and data processing as well as digital infrastructures, and through the control of the use of technology through their proprietary algorithms.

In particular, they have sought to commodify and control the production, harvesting, and use of data for private profit, rather than to allow the public the opportunity to use digitalization and data for the common social, environmental, and economic good, and by evading the application of human and fundamental rights and public interest regulation in the technological sphere.

Lawmakers, law enforcement, the media, trade unions, digital rights advocates, and society at large have engaged in robust debate about some of the negative impacts of Big Tech corporations on society. The EU in particular has recognized these harms and started to advance new laws designed to rein in some of Big Tech’s most pernicious practices. The Digital Services Act (DSA), the Digital Markets Act (DMA), along with the Data Act (DA), the Data Governance Act (DGA) and the Artificial Intelligence Act (AI Act) are first steps towards ensuring that the digital sector of the economy operates under the same framework of fair play and the public interest as the rest of the economy.

Big Tech corporations have not taken this burgeoning interest in regulation lying down. They have engaged in massive efforts to limit the scope and coverage of the new laws, in the EU and around the world.

While their lobbying efforts are well-known, what is less well-known is that they are also engaged in a parallel effort to constrain lawmakers’ freedom and obligations to regulate them in the public interest, now and forever, through influencing governments to create binding international “trade” agreements in their interests.

Corporations use international “trade” agreements to achieve their agendas because they are the policymaking process most beholden to the business sector and the least open to other public interest stakeholders (such as labour unions, privacy advocates, anti-discrimination groups, and others.)
They are legally binding, which recommendations from the Organization for Economic Cooperation and Development (OECD) or statements by the G20 are not. Big Tech also prefers using trade agreements to set disciplines on national legislation because although countries can change governments, it is nearly impossible to change trade agreements as they are inter-governmentally negotiated permanent treaties. While “trade” agreements used to focus on tariffs, today the vast majority of the provisions give rights to trade, which are exercised by trading firms, and restrict the ability of states to regulate those firms in the specified areas.

Specifically, Big Tech has successfully convinced the European Commission to take on its long-term business agenda as the EU agenda on digital trade. Many of the provisions in this agenda affect domestic policymaking on myriad issues beyond “trade”, as will be shown below.

However, this agenda is little debated or understood by lawmakers, the media, or the public in general. Nevertheless, this agenda serves as the blueprint for the EU’s efforts to secure “digital trade” agreements with target countries in bilateral agreements, as well as globally in the World Trade Organization (WTO).

This “trade” agenda is in direct contradiction to the current efforts of European leaders and lawmakers to uphold human and fundamental rights in the digital sphere; to reduce harms caused by Big Tech; and to ensure that technology benefits society overall. Given the requirement that EU external policy remain in line with its principles, documents, and existing law, there is a pressing need to fundamentally re-think the EU’s approach to digital trade agreements.

Over the last five years, development advocates and academics have identified untold anti-development impacts of the provisions in these proposed agreements. A main focus is the provisions that allow corporations to transfer data across borders while at the same time prohibiting states from being able to require the use of local data servers, or copies of the data to be held locally. Critics have argued that these provisions would prevent the ability of developing countries to use data produced by workers, consumers, businesses, and citizens in their own countries for their own development and would thus forestall digital industrialization in developing countries. They have argued that the provisions would instead fundamentally benefit Big Tech corporations based mainly in the U.S. They would thus harm working people and SMEs, as well as disempowering legislators and regulators, in developing countries.

Development advocates and UN agencies have also shown that provisions like banning governments from being able to require the disclosure of source code will benefit knowledge accumulation in developed countries at the expense of technological advancement in the developing world. Concerns have also been raised regarding problems with source code secrecy resulting in the abrogation of democracy, such as with regards to bad actors’ ability to exploit Facebook’s algorithms to unduly influence outcomes in many elections.

What is less recognised is that many of these same “trade” provisions would actually have immense negative impacts on workers, consumers, businesses, citizens, and governments within Europe.

This preliminary study thus aims to shed light on the EU’s digital trade agenda and its potential impacts on European society, particularly in view of the recent regulatory directions of the suite of new laws governing the digital economy.

---

THE EU’S DIGITAL TRADE AGREEMENTS

The U.S. hired a top Big Tech lobbyist to create its digital trade policy. It subsequently introduced the first digital trade proposals in the WTO in 2016, which greatly mirrored corporate wish lists. The EU followed suit. The EU and the U.S. were unsuccessful in their bid to convince WTO members generally to launch new negotiations on digital trade at the Buenos Aires Ministerial in December 2017 but later announced their intention to do so anyway.7

In March 2019, fewer than half of the WTO membership launched “plurilateral” negotiations on digital trade amongst themselves.8 The EU is an active participant and has tabled several proposals.9 Negotiations have continued on a regular basis, in tight coordination with business lobbies. In contravention of WTO practice, negotiating texts are held in secret, but draft texts were leaked.10 Negotiations are accelerating towards the next WTO Ministerial Conference, to be held in February 2024.11

The EU has advanced its digital trade policy in parallel12 through a number of bilateral and regional agreements and negotiations.13

The EU has finalized trade agreements with a dedicated digital trade chapter with Canada, Singapore, Vietnam, Japan, the UK, Mexico, Chile, Mercosur, and New Zealand. Out of these, only the first five are in force so far.

Researchers have noted that EU digital trade provisions have expanded over time.14 Initially, the digital agenda mainly consisted of a moratorium on custom duties on electronic transmissions. However, from 2016 onwards, they incorporated more and more regulatory issues including provisions on cross border data transfers and source code,15 which is a key part of algorithmic systems.16

The EU is currently negotiating trade agreements with a dedicated digital trade chapter bilaterally with Indonesia, Australia, India, the region of Eastern and Southern Africa (ESA), and plurally in the WTO.17

In addition, the EU will soon launch negotiations for digital partnership agreements with Singapore and South Korea.18 In October 2022, it started negotiating an update of the digital trade chapter with Japan to include cross border data transfer provisions, an issue that was left out of the treaty signed in 2018.19

11 The EU has advanced its digital trade policy mainly consisted of a moratorium on algorithmic systems.16
17 Dorobantu et al. write: “Source code refers to the lines of code written by programmers to instruct a machine to perform a given task. Source code is usually written in a text file, it is readable by humans, and it uses a programming language,” and that, “Pieces of code that contain a series of steps that need to be followed in order to solve a computational problem are often called algorithms.” Cosmin Dorobantu, Florian Ostman, and Christina Hitoza. ‘Source code disclosure: A primer for trade negotiations,’ in Addressing Digital Trade Disputes. First Edition. CEPR Press, April 2021): 105-140, https://cepr.org/abstracts/3877079
19 European Commission, ‘Overview of FTA and other Trade Negotiations’ (January 2023).
THE MOST DANGEROUS EU DIGITAL TRADE RULES: DATA FLOWS, DATA LOCALISATION AND NON-DISCLOSURE OF SOURCE CODE

Early digital trade agreements focused on what are essentially taxes on trade: barring states from being able to impose customs duties on electronic transmissions. There is no agreement in the WTO on what constitutes an electronic transmission,\(^20\) but a 2016 WTO Note listed digitized films, music, printed matter, computer software and video games.\(^21\) Others have tried to expand this to digital services.\(^22\)

But the EU’s newer agreements go far beyond traditional trade issues. The new agenda focuses on the desire of Big Tech corporations to monopolize data and control its use. Control over data – and in particular, the ability to transfer data across borders – and keeping their algorithms or source codes secret are the top goals of Big Tech in any “digital trade” agreement.

The use of artificial intelligence (AI) has increased exponentially in recent years. AI involves using large data sets to train computers to make decisions. Computers make the decisions based on the data provided to them, based on instructions from the algorithms based on source code. Larger sets of data increase the ability of companies to train computers to use the algorithmic systems for far more accurate outcomes. Thus, the corporation that will dominate an industry in the future is the one which will have the greatest access to and capacity to manage enormous aggregations of data combined with proprietary algorithms that produce the most profit.

The global AI market was valued at 35 billion euros in 2020. This figure was expected to increase to 45.5 billion euros in 2021 and reach a staggering 349 billion euros by 2028, growing at a compound annual growth rate of 33.6 percent.\(^23\) More than 58,000 AI-related patents were registered in the U.S. between November 2016 and 2021, making it the global leader in AI.\(^24\)

Corporations are thus focused on harvesting, collecting, storing, and processing massive troves of data from their own subsidiaries as well as purchasing data from other sources.

The newer generation of “trade” agreements includes these top provisions from the corporate lobby wish lists:

- constraining states from restricting corporations’ ability to transfer data across borders;
- prohibiting the ability of states to require that foreign firms process data and/or store it locally; and

---

\(^{20}\) Indonesia secured a definition at MC11 that does not include content. Developing countries have challenged the scope of electronic transmissions in the WTO because of its potentially devastating impact on their revenue if it applies to digitalized content. But FTAs gloss over that problem and make it permanent, such as in Art X.4 in the EU-New Zealand FTA.


Big Tech often uses the euphemism of “free flow of data” (FFOD) to refer to its cross-border data transfer objectives. But it is clear that the intention is not to flow “freely”. Big Tech’s intention is for private corporations to appropriate and control all forms of data – no matter who produced it, who processed it, in what state it originated, or how the public might benefit from it – for purely private interest. Article 1 of the horizontal text agreed within the EU for use in digital trade agreements, in its first article on data flows, states that: “[t]he Parties are committed to ensuring cross-border data flow to facilitate trade in the digital economy.”

Big Tech corporations are now four of the five largest corporations in the world, by market capitalization.27 Apple, Microsoft, Alphabet (Google), and Amazon are so highly valued by investors because of the data they hold, and its potential for revenue, among other reasons. The Economist famously concluded in 2017 that data is the world’s most valuable resource.28 Accordingly, in November 2022, Apple had a market capitalization value of 2 trillion euros. Germany (4 trillion euros), France (2.8 trillion euros) and Italy (2 trillion euros)29 are the only three countries in the EU with GDP in 2021 higher than Apple’s market capitalization. Apple’s market capitalization is thus higher than the annual output of 24 EU countries.

Since the passage of the landmark General Data Protection Regulation (GDPR),30 the EU has concretized the privacy of data and data protection as essential elements in the EU’s digital trade policy.31 Privacy experts have lamented the inadequate enforcement of the GDPR and continuously call for its strengthening. Nevertheless, it marks a turning point in corporations’ unrestricted ability to move data across borders.

The implications of allowing corporations to move data across borders without restrictions go far beyond personal privacy. Over the last 40 or so years, the use of digital technologies has expanded dramatically. While productivity growth in developed economies has been slower in recent decades than in the post-war period, digital technology likely has been an important contribution to the growth that there has been. However, capital owners, rather than people who work, have captured increasing amounts of the income from the expansion in the last four decades.32

This is a major source of inequality within societies today. For the EU, the top 10 percent of households received nearly six times the income received by the lowest 50 percent in 2021 – this is after taxes and transfers which make the income distribution less regressive. This is up from 1990, when the top 10 percent received five times the income of the bottom half.33 Wealth inequality has also increased – the wealthiest decile owned 62 times the net assets of the bottom 50 percent in 1995, rising to 86 times in 2021.34

If it is a goal to reverse, or at least halt, this trend, and instead to ensure that workers share in the productivity gains from digitalization, then it will be necessary to ensure that the control of one of the most valuable economic resources in human history is not hijacked by capital – but shared generally among people who work, residents, citizens, and society as a whole.

---


28 The world’s most valuable resource is no longer oil, but data, ‘The Economist’ (May 2017), https://www.economist.com/leaders/2017/05/06/the-worlds-most-valuable-resource-is-no-longer-oil-but-data. Others might contest this, arguing for example that water or air is a more valuable resource to humanity.


31 Title III, Article 201 in EU-UK TCA.

32 This can be seen in the declining labour share of income in many economies over the period. A study by OECD researchers found that the labour share fell by an average of 2.5 percentage points across the OECD 1995 to 2014, with two thirds of the examined countries experiencing declines. Cyrille Schwellnus, Andreas Kappeler, and Pierre-Alain Pionnier, ‘Decoupling of wages from productivity: Macro-level facts,’ OECD Economics Department Working Papers No. 1373 (January 2017), https://www.oecd-ilibrary.org/content/paper/d4764493-en.

33 Weighed by national population, ‘nhlkc, 999,’ and ‘npopul, 999,’ for 27 EU countries (Austria, Belgium, Bulgaria, Cyprus, Czechia, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta, Netherlands, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, Sweden) on data from: World Inequality Database (accessed November 11, 2022), https://wid.world/ineq-data.

34 ‘rhwal, 999, CV’ from World Inequality Database (accessed November 11, 2022).
Given the economic value of data, is essential to debate and regulate not just about privacy but about the economic governance of data. Should the data produced by residents of a jurisdiction be available for use to promote digital industrialization, jobs, and SMEs locally? Or should it only be controlled by Big Tech? Individuals enjoy human and fundamental rights to privacy and data protection; but the International Covenant on Economic, Social and Cultural Rights (ICESCR) also gives people a collective right to control and use their resources.35

Data flows are very different from goods and services flows in international trade. The UN Conference on Trade and Development (UNCTAD)'s 2021 Digital Economy Report36 has rightly argued that given the multidimensional nature of data, a large proportion of data is not associated with any trade, which makes regulating data via trade agreements problematic. Data flows also require a different treatment from the flow of goods and services as data cannot be traded like goods and services. For example, users may be able to use a foreign online service for free (such as search engines, social media, etc.), but during this process, data generated by and about them can be extracted, processed and monetized.

As data flows include non-tradeable issues like personal protection and privacy and human rights, addressing them in the trade regime would be limiting. Trade negotiations do not involve multi-stakeholders which are especially needed for common understanding on non-trade issues. Further, trade negotiations are more relevant when it comes to reciprocal treatments concerning issues such as tariffs and quotas, etc. But including non-trade issues like privacy and human rights especially in the context of digital technologies like facial recognition and racial discrimination can make trade negotiations more challenging with high probability of them collapsing.

Apart from the above reasons for excluding data flows from trade negotiations, on more practical grounds, data flows differ in nature from international trade flows in many ways. Governance and negotiations in international trade relies heavily on statistics on the type of trade flows, values and location of country of origin and destination on traded goods and services. Such an approach for data flows is extremely challenging if not impossible as there are no official statistics to track data flows or quantify them at the country level.

There are no easy solutions to the conundrum of who should own and control data. The discussions and debates over the current legislative projects in the EU make that crystal clear.37 What is also clear is that it is unacceptable for Big Tech to claim the de facto ownership of the most valuable resource in history, for itself, without democratic debate or agreement.

**BANS ON DATA LOCALISATION**

In addition to being able to move data to whatever jurisdiction suits their private profit motives and preferred regulatory regimes, Big Tech also seeks to ban governments from being able to require even a copy of the data to be held locally. Following the article on cross-border data flows above, the subsequent provision in the horizontal text reads,

“To that end, cross-border data flows shall not be restricted between the Parties by:

a) requiring the use of computing facilities or network elements in the Party's territory for processing, including by imposing the use of computing facilities or network elements that are certified or approved in the territory of the Party;

b) requiring the localisation of data in the Party’s territory for storage or processing;

c) prohibiting storage or processing in the territory of the other Party;

d) making the cross-border transfer of data contingent upon use of computing facilities or network elements in the Party's territory or upon localisation requirements in the Party's territory.”38 (Italics added. This same text appears in Article 201 of the EU-United Kingdom Trade and Cooperation Agreement (EU-UK TCA) and the Article X.4 of the EU-New Zealand Free Trade Agreement (EU-NZ FTA).39)

---

35 For example, under the Nagoya Protocol of the Convention on Biological Diversity, developing countries have claimed rights to sharing benefits from data arising from gene sequencing of their flora and fauna.


38 Title III, Article 201 in EU-UK TCA.

These anti-data-localisation provisions strike at the heart of communities’ potential to use data for the public good. In addition to an individual exercising their rights over data they produce, there are reasons why the public has a stake in ensuring availability of collective data for public goods such as ending pandemics or mitigating climate change; why a local community or government (such as a traffic jurisdiction) might want to claim rights to data (such as that of private ridesharing apps) to improve traffic infrastructure; or why communities such as workers might have claims to data such as regarding their own labour, issues elaborated further below.40

Data centres are the factories of the digital economy and governments should have the right to promote digital factories within their national boundaries through data localisation policies. The trade rules barring data localisation are leading to a “race to the bottom” as countries are struggling to attract investment into their national boundaries by providing subsidies and incentives in favour of the Big Tech firms. UNCTAD has provided a list of industrial subsidies and incentives provided by U.S. states to attract investments in data centres.41 These include sales tax exemptions, tax breaks, property tax exemptions, grants and concessional loans, etc.

Throughout these discussions, it is thus important to acknowledge the social, cultural, and other values of data. UNCTAD has recently acknowledged that data is not just an economic resource, but has holistic cultural and social aspects, and thus should not be governed solely by an economic institution,42 such as the WTO or other trade agreements.

Further, the ICESCR requires the protection of other fundamental rights, such as freedom from discrimination. There is a “right to regulate” provision, for example in the EU-NZ FTA (fnArt X.2), that “affirms” a range of “legitimate public policy objectives” including social services, climate change, and cultural diversity. This provision is declaratory which means that it can only be effectuated through the general exceptions.43 The EU’s approach essentially relies on the inadequate general exceptions to protect those rights.44 Only the protection of personal data has its dedicated counter-balancing provision which is based on a comprise for horizontal provisions for cross-border data flows and for personal data protection in EU trade and investment agreements reached in 2018.45

Corporations should not be able to do an end-run around democratic processes, at a time when citizens, workers, regulators, and legislators are engaging in debates about the value of data and the first wave of necessary regulation on this sector, particularly if the firms’ aim is to forestall the ability of governments to ensure broader access to data and its benefits for all.

NON-DISCLOSURE OF SOURCE CODES

Likewise, there is increasing recognition about the growing use and power of algorithmic decision-making. The current business model of surveillance advertising, dominated increasingly by digital surveillance ads, in which Facebook and Google “get more clicks” (and thus derive greater revenue) from inflammatory and inaccurate information46 rather than reliable, documented facts and reasonable debate, is unsustainable.47

But algorithmic systems, including the human-readable source code, are increasingly determining key aspects of our work lives, our social lives, our financial lives, and our political lives. They are used to make decisions about who gets hired, who gets a loan, at what prices we are offered goods, what electoral ads we see. Invasive surveillance of workers with wearables and office spyware are becoming commonplace. These systems often exacerbate racial, gender, and labour discrimination and can further marginalize the already marginalized.48 The AI Incidents Database by the Partnership on AI reveals

43 According to professor emeritus of law Jane Kialey, the right to regulate provision has interpretive weight when it comes to matters where governments would rely on an argument about a right to regulate. The R2R wording would have some direct interpretive relevance in the approach taken, for example, in the CPTPP where the data rules have an exception built for legitimate public policy objectives (but still subject to least restrictive and chapeau tests). In the EU-New Zealand FTA there is no such provision, just a cross-reference to the general exception and the “public policy objectives therefor” – which are limited, set out in Art X.1 of the Exceptions chapter. Note that the general exception is distinct from the much stronger language on personal data and privacy in X.5.
nearly four hundred incidents of harm realized by the deployment of algorithmic systems globally, with Facebook, Tesla, Google, Amazon, YouTube and TikTok as the worst repeat offenders. Algorithmic systems that impact society must be subject to public oversight.\textsuperscript{50}

Algorithmic systems can be evaluated with either “white box” – including access to the source code – or “black box” testing, which involves various techniques not dependent on analysing the source code of the algorithms.\textsuperscript{51} For “black box” testing it is necessary to obtain access to data ingested or produced by algorithmic systems which in turn requires software interfaces for auditing which are expressed in source code. Moreover, scholarly investigations have found that there are many complex situations in which it is either more accurate or more efficient to use testing involving analysing not just the output of the machine’s learning but the source code itself.\textsuperscript{52} In order to address such situations, it will be necessary to pass legislation requiring ex ante and ex post access to algorithms expressed in source code as a precondition to assess whether algorithmic systems meet regulatory and judicial needs, with regards to competition law, equality law, data protection, financial safety, consumer protections, and other issues; for public procurement purposes (including due diligence, for example for software used in critical national infrastructure such as elections; for transparency and accountability, or other strategic considerations); or to promote innovation and economic development.\textsuperscript{53}

Yet the digital trade chapter of the EU-NZ FTA, which contains similar language to many EU deals,\textsuperscript{54} states that: “A Party shall not require the transfer of, or access to, the source code of software owned by a natural or juridical person of the other Party as a condition for the import, export, distribution, sale or use of such software, or of products containing such software, in or from its territory.”\textsuperscript{55} While this clause comes with a number of custom-made exceptions for regulatory and judicial enforcement and even conformity assessments, the legislation which authorizes access to source code for these objectives is not exempted from this rule.

Proponents argue that these source code protections are important to protect against forced technology transfer (usually referencing China). But this is not considered an issue in most of the states that are parties to digital trade agreements.

In the EU-UK TCA there are exceptions for competition remedies, and in Article 207 for “a requirement by a regulatory body pursuant to a Party’s laws or regulations related to the protection of public safety with regard to users online.”\textsuperscript{56} Earlier agreements had even fewer exceptions for source code disclosure, indicating that perhaps regulators realized that trade officials were circumscribing necessary policy space to address increased decision-making by algorithmic systems.\textsuperscript{57} These exceptions have been expanded in the EU-NZ FTA, such as to include non-discrimination and the prevention of bias. However, exceptions for many other social ills that are often a result of algorithmic bias, such as false information, emotional manipulation, and others raised by consumer advocacy organizations,\textsuperscript{58} do not appear in the text.

Civil society expert organizations have argued that the included exceptions are inadequate to ensure that algorithms and digital technology comply with EU law. To facilitate true public interest oversight, experts argue that EU trade deals should not foreclose policy space for public scrutiny of algorithms for civil society\textsuperscript{59} as well as academics, media, critical engineers\textsuperscript{60} and trade unions.\textsuperscript{61}
The ability to exercise oversight over algorithmic systems must also not be subject to review by a trade tribunal, which prioritizes trade considerations over human and fundamental rights. Scholars have noted that “[t]he contemporary lack of international standards and consensus on algorithmic governance increases a party’s legal risk that an attempt to justify an inconsistent measure on ground of the general exceptions does not succeed.”

Looking to the adjudicatory history of the general public interest exceptions in the WTO provides evidence that trade tribunals would not prioritize public interest or human rights considerations. Referring to the General Agreement on Tariffs and Trade (GATT), the most recent analysis found that “in the WTO’s 26 years of existence, there have been only two successful uses of the general exceptions of the GATT (Article XX) and the General Agreement on Trade in Services (GATS Article XIV) out of 48 attempts to defend domestic policies challenged as illegal under WTO rules.”

In addition, source codes are already protected by intellectual property law, including copyright, and, in some cases, patents, as well as trade secrets. Intellectual property law operates a particular logic when to grant exclusive rights and in the case of copyright and patent protection it is subject to statutory limitations, and it must be published. Trade secret law is already undoing much of the balance struck because it is potentially unlimited and does not lead to the release of the protected subject-matter into the knowledge commons. The new bans on source code disclosures represent an additional layer of protection for algorithms in agreements affecting a broad swath of human activity in which hardly any other counterbalancing human, social, economic, or cultural rights are affirmed. This is also why arguments alleging that corporations need these additional source code protections, or they will not deploy the latest technology in developing countries, fall flat.

In addition, the exceptions contemplate, however insufficiently, only known risks of AI systems. As new risks and harms become known, it will be even more important for governments to maintain the power to regulate such algorithms to ensure that human and fundamental rights are upheld and that harms to society are reduced.

In combination with the myriad harms to European society detailed below, it is thus difficult to avoid the conclusion that there is no compelling justification for, and yet an overabundance of arguments against, including provisions barring governments from requiring source code disclosure in “trade” agreements.

There are other dangerous provisions in the digital trade rules under negotiation at the WTO, more of which will be referenced below.

All of these provisions interact with each other as well as with existing trade rules, such as the GATS, the Agreement on Government Procurement, the Technical Barriers to Trade Agreement, and the Agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPs) in the WTO, as well as other bilateral trade agreements and investment protection regimes. Thus, the potential impacts on European society and democracy of all these multiple overlapping provisions and agreements in an evolving digital and economic landscape go far beyond what is possible in this briefing and warrant further study.

---

64 Rangel, ‘WTO General Exceptions,’ Public Citizen (2022). The two successful uses were U.S. – Shrimp and U.S. – Tuna-Dolphin.
66 I am grateful to Kristina Irion for this insight.
67 In a 22 November 2022 conversation of the author with Aitor Montesa Lloreda, Head of the Digital Trade Sector in the Directorate General for Trade of the European Commission, he made this argument.
There are two economic powerhouses that dominate digital trade economically, obviously the U.S. and China. While the digital divide in terms of access to digitalization and the internet is narrowing, the economic digital divide with developing countries in Africa, Asia, and Latin America is expanding. But might be shocking to many that the digital economic divide is also expanding between Europe and the U.S./China. According to UNCTAD, the two countries also make up about 90 percent of the market capitalization of the world's largest digital platforms, and during the Covid-19 pandemic their profits and market capitalization values have surged tremendously. In fact, only the German software company SAP registers as a major player in the platform landscape, visualized here by UNCTAD.

In order to benefit from digitalization, UNCTAD argues that countries must engage in digital industrialization. Digital industrialization indicates the use of data and domestic digital infrastructures to create value in the digital economy. Building on ICT skills and connectivity, digital industrialization requires (local) data collection; (local) data storage; and (local) data servers to process big data sets into intelligence which can be used to operate AI.

---

As described below, in order to achieve the digital industrialization transformation that Europe is seeking, it will be necessary to engage in digital industrialization policies. The European Commission’s Communication: “2030 Digital Compass: The European way for the Digital Decade”\(^\text{72}\) evolves around the four cardinal points of expanding skills; ensuring secure and sustainable digital infrastructures; the digital transformation of business; and digitalisation of public services. For this Digital Strategy the EU is working on a series of new proposals, including a European Data Strategy\(^\text{73}\), a European Industrial Strategy\(^\text{74}\), the DSA\(^\text{75}\), the DMA\(^\text{76}\), a Cybersecurity Act\(^\text{77}\), and the AI Act\(^\text{78}\), among other regulatory projects.

At the same time, viewed through a rights-based lens, Europe is in a leadership position in terms of setting standards based on the European social model and the EU Charter of Fundamental Rights. European legislators are less afraid of regulating Big Tech than their American counterparts. Because of social dialogue, and the stronger role of trade unions and civil society in policy formulation, Europeans enjoy more digital rights and freedoms than citizens of other countries, including the U.S. and China. In these countries, it is predominantly the industry titans, and not ordinary people, who are “benefitting” from their country’s market dominance.

The digital trade agenda being pursued by EU trade negotiators represents the commodification of workers and digital users for the benefit of (mostly) U.S.-based Big Tech corporations and is in fundamental contradiction to the recent efforts of European legislators and regulators.


EU Digital Trade Rules: Undermining attempts to rein in Big Tech

TEN WAYS THE EU’S DIGITAL TRADE RULES ARE NOT IN THE INTEREST OF EU CITIZENS, WORKERS, OR SMALL COMPANIES

How would the EU’s digital trade rules undermine...

1- ... THE EU’S DIGITAL INDUSTRIALISATION AGENDA?

European leaders have embarked on a legislative and investment strategy towards a new industrial strategy for Europe that places digitalisation at its core. The key objective is to catch up with China and the U.S. in the tech race, regulate Big Tech practices within the EU to prevent unfair competition, and reduce strategic dependence of raw materials, energy and the semiconductors needed for the digital industrialisation objectives. Europe’s digital industrialisation strategy relies on improving access to data, developing technology and infrastructure, and appropriate regulation.

Many of these steps are based on an emerging call for technological sovereignty. In particular, the EU’s Commissioner for the internal market, Thierry Breton, has stressed the importance of the geopolitics of technology and technological sovereignty. “In this new geopolitical order, Europe acts like a strategist rather than just a market. It remains open, but on its own terms. It makes its own choices and draws up its own rules, and is not afraid of imposing them on its partners,” Breton said in a 2021 speech.

However, some of the EU’s stated objectives clash with their digital trade strategy: first, with regards to the European commitment to a framework to allow businesses, particularly SMEs, to create, pool, and use data to improve products and compete internationally; second, to improve domestic or EU-wide digital infrastructures, such as cloud computing.

**European Data for Digital Industrialization**

The EU has set forth the European Data Strategy to create and pool data across strategic sectors, including both business to government (B2G) and business to business (B2B) data sharing. The idea is to create a common European data space for data to flow within the single market, to be available for innovation under GDPR and other European laws and with clear data governance mechanisms. As part of this strategy, the EU has approved the DGA and the DA. The DMA also provides significant data related rights to business users of larger platforms – like traders on Amazon. In some cases, public data will be available for reuse by public and private entities, in accordance with privacy and other governance rules. Business users of large platforms can get their data back from the platforms (under DMA), as also IoT users, like SMEs (under the DA), from data collectors. They can then employ provisions of DGA to develop data collaboratives to use their data in a manner that best suits them. In addition, there are incentives for private entities to provide data to the shared data spaces in the public interest.


In the case of the DA, there are also means for public sector bodies to access and use data held by the private sector that is necessary for exceptional circumstances, particularly in case of a public emergency, such as floods and wildfires, or to implement a legal mandate if data are not otherwise available. The draft DA also gives users of IoT devices rights to access their data that may be collected by various platforms and apps, and to share it.

However, a great amount of data that is generated in Europe is held by foreign-based companies that should also be required to share data for the benefit of Europeans. European drivers and riders produce data for Uber, which Uber then utilizes to extract further profit from European society, all the while using European public investments in roads and infrastructure. European public weather data is used by the global insurance industry to capitalize on predicting massive weather events. European consumers make purchasing choices on Amazon, which the U.S.-based corporation then uses to downgrade European SMEs and highlight its own products. In all these cases, European data is captured by transnational corporations (TNCs), many foreign, for private, mostly foreign, profit.86

Under the DGA, these TNCs would have access to European public data. At the same time, they do not appear to be obligated to share data with European SMEs or the public sphere. Digital trade rules that require states to allow data to be transferred overseas and prohibit governments from being able to require a set of the data to be held locally would constrain Europe’s ability to require reciprocity in data sharing. The large troves of data required to scale digital industrialization would be compromised as a result.

European Digital Infrastructures

Effectively managing large data sets for digital industrialization requires the creation of digital infrastructures, in particular data centres used for cloud computing. That’s why Europe’s industrial strategy identifies the importance of promoting data infrastructure including cloud computing as a necessary prerequisite. But U.S.-based companies Amazon Web Services, Microsoft Azure, and Google Cloud, together dominate 65 percent of the global cloud market. A recent study noted that although European cloud hosting providers have seen revenues rise by 167 percent since 2017, their market share has plummeted from 27 percent to 15 percent within the same period, as the three above U.S.-based companies now control nearly 72 percent of the European cloud storage market.

Rather than be dependent on American-domiciled data centres, the French government has promoted a local data-centre infrastructure. France has mandated that all data from public administrations has to be considered as archives and therefore stored and processed in France. In May 2021, France mandated that cloud services providers must: “fulfil the security requirements associated with the ‘SecNumCloud’ technical reference; locate the infrastructures and operate the systems in Europe; and ensure the operational and commercial support of the offer by a European entity, owned by European actors.”

As part of its NextGenerationEU plan, the EU is enabling a European cloud, Gaia-X, to address growing alarm over the dependence of domestic firms, government services, and even security services on foreign cloud hosts. However, despite a governance structure that is tied to European firms, the leading U.S. cloud providers are already an inseparable part of Gaia-X.

---

85 The current or proposed provisions of the DMA and DA (in conjunction with DGA) are useful but, according to some experts on digital industrialization, not adequate. More stress should be given on collective data and collective agency that can usefully share and use it. See Parminder Jeet Singh and Aima Gunumurthy, ‘A Primer on Data and Economic Justice,’ Global Partnership on Artificial Intelligence (November 2022), https://gpai.ai/projects/data-governance/primer-on-data-and-economic-justice-pdf.
Germany has also tabled proposals for similar restrictions on sovereignty requirements on the European cybersecurity cloud certification scheme, which are also supported by France, Italy and Spain. But they are opposed by a number of European countries as well as U.S.-based Big Tech cloud services providers. Business lobbies primarily representing U.S.-based Big Tech oppose digital industrialization strategies and have long complained about these policies, which are meant to promote digital industrial capacities in Europe.

But the EU’s digital trade rules against data localisation proscribe states from: being able to require the use of computing facilities or network elements in the Party’s territory for processing, including by imposing the use of computing facilities or network elements that are certified or approved in the territory of the Party; requiring the localisation of data in the Party’s territory for storage or processing; and making the cross-border transfer of data contingent upon use of computing facilities or network elements in the Party’s territory or upon localisation requirements in the Party’s territory. If the EU could not ensure that EU-based data infrastructure is utilized, then cloud carriers such as Amazon, Google, and Microsoft will pursue their data storage and processing needs in cheaper data havens, not in Europe.

Some researchers have simply advocated an expansion of digital trade agreements to improve European access to foreign markets, without reflecting on whether foreign access to the European market in a strategic sector like data infrastructure could compromise digital industrialization. If the European cloud market is dominated by U.S.-based Big Tech, then it is not clear how gaining additional market access for those companies to third countries’ data could benefit Europeans.

These are complex issues with implications for who benefits economically from data, as well as European political dependence on foreign firms. They must be debated and decided democratically. They should not be determined by the market access commitments in trade agreements, nor should the debates be overly influenced by the economic lobby power of foreign firms, or think tanks funded by foreign firms.

The EU’s digital trade policies thus appear in fundamental contradiction to the recent emergence of widespread concern about the dominance of U.S.-domiciled Big Tech behemoths, their control over and abuse of European data in ways that harm European society, and the general agreement about the need to engage in mitigation strategies that would strengthen more widespread European economic benefits of digitalization.

---


96 Chapter XX Article X.4 in EU-New Zealand FTA, Also Title III Article 201 in EU-UK TCA.


---
2- ... THE EU’S ABILITY TO TAX BIG TECH?

Digital firms have seen their profits soar over the last few years as a result of a sharp increase in cross-border digital activities as a result of the Covid-19 pandemic. Yet the taxes they pay remain extremely low, including in Europe. Low taxes by Big Tech companies are the result of tax evasion and avoidance and excessive tax incentives by some governments, but also the fact that the current tax system is not fit for digital transactions. This is especially the case in the digital space where the level of value addition can easily be moved across different parts of the value chain which may be located in different territories. A company like Uber for instance can easily shift “highest value creation” from the country of its operation to a tax haven like Ireland from where the backend software and analytics are shown to be provided. Big Tech firms rely heavily on tax havens to shift profits, avoid taxes, store wealth, and circumvent regulation. In 2019, Fair Tax Mark reported that Google, Facebook, Apple, Microsoft, Netflix and Amazon together evaded over $100 billion in taxes from 2011-2020.

Big Tech deploys a two-pronged approach to maintain this beneficial situation. They lobby against modifications to the tax system. In parallel, they promote digital trade rules that limit states’ ability to tax them.

In 2016, the EU had already identified the unfair taxation of the digital economy. First, the Commission accused Apple and Amazon, of illegal tax benefits. In 2018, it launched a Communication proposing to restructure the taxation system for the digital economy, a project that was later abandoned after pressure from the US and big tech companies. The global tax agreement reached at the OECD in 2021 is currently the only deal that might help to ensure that digital firms pay a fairer share in taxes, although it has been criticized for not doing enough to restore tax redistribution towards countries where digital giants actually operate. And its adoption, especially by the U.S., is quite uncertain.

This novel agreement might be undermined by numerous different provisions in digital trade agreements that seek to constrain states’ ability to tax electronic trade. A group of experts conducted a thorough investigation concluding that digital trade rules would impede taxation in developing countries. Such a study has yet to be conducted on European tax policy. Nonetheless, an initial analysis indicates that the EU’s efforts to tax Big Tech could be contradicted by its own digital trade policies.

Ban on customs duties on electronic transmissions

Nearly all EU trade agreements with digital provisions include a ban on customs duties on electronic transmissions (ETs). This means that while importers of products such as cars, watches, and agricultural goods are subject to duties, or trade taxes, if the same good is electronic – as in the case of books, movies, or music – states are prohibited from
imposing duties. This ban is prejudicial towards importers and retailers of analogue versions of the same goods, which are more likely to be local businesses rather than digital behemoths such as Amazon, Netflix, or Apple.\footnote{Richard Kozul-Wright and Rashmi Banga, ‘Moratorium on Electronic Transmissions: Fiscal Implications and the Way Forward,’ UNCTAD Research Paper No. 47 (June 2020), https://unctad.org/system/files/official-document/ser-rp-2020047_en.pdf}

The EU has always been a net importer of ET products (as identified in the WTO Note, 2016).\footnote{WTO General Council, ‘Fiscal implications of the customs moratorium on electronic transmissions: the case of digitisable goods (Doc # 16-6961),’ WTO JOB/GC/114 (December 2016).} Over time, imports of the EU are growing much faster than its exports, with net imports of these products rising from $2.2 billion in 2020 to $4.4 billion in 2021. The net imports of video games increased from $3.5 billion in 2020 to $5.3 billion in 2021. The average bound duties in the EU on these ET products are 6.5 percent which can be instrumental in regulating imports of these products in many EU countries.\footnote{Calculations available from the author, based on COMTRADE, World Integrated Trade Solutions, UNCTAD and World Bank data.}

A key argument used by defenders of this ban, or moratorium, is that it benefits EU digital export SMEs. But large U.S.-based corporations, including Apple (music), Netflix (movies), and Amazon (books) benefit from the moratorium far more than SMEs in the EU, which are far more likely to be responsible for normal customs and other taxes that are part of doing business.

This provision has become an extremely controversial issue at the WTO, where a moratorium on such duties has been renewed every Ministerial since 1998. But the evidence that this Big Tech tax holiday is hurting developing countries’ growth prospects is mounting, and at the 12th Ministerial Conference (MC12) in June of 2022 they pushed for it to expire. After heavy pressure from Big Tech, in the end the moratorium was renewed for another year, but the battle will continue on to the next Ministerial. Starving poor countries of revenues needed to fund their own development to give a tax break to Amazon is not in the interests of the European public. There is also some effort to expand the moratorium on taxes on electronic commerce to include taxes on digital services. But many European countries have implemented digital services taxes (DSTs). According to the Tax Foundation, about half of all European countries have either announced, proposed, or implemented a digital services tax in recent years.\footnote{Robert Julius, ‘2022 European Digital Services Tax,’ Tax Foundation (August 2022), https://taxfoundation.org/digital-tax-europe-2022/}

But if the U.S., or other trade partners, fail to implement the Pillar One rules, or if they do not result in the increased revenue anticipated, European countries may well want to maintain the ability to tax digital services.

**Bans on data localisation**

But it is not just direct taxes that Big Tech seeks to prevent through trade agreements. A provision banning governments from being able to require a copy of data to be held locally makes it more difficult for governments to assess corporate profit taxes, an issue of serious concern to legislators and regulators. Many countries require the data of foreign firms to be stored locally so that tax authorities have the ability to review the data in case of any audit or requirement for review. For example, Denmark’s Book Keeping Act requires companies to store accounting data in Denmark for five years.\footnote{Joint Statement from the United States, Austria, France, Italy, Spain, the UK, and the 12th Ministerial Conference (MC12) in December 2021, Austria, France, Italy, Spain, the UK, and the United Kingdom, Regarding a Compromise on a Transitional Approach to Existing Unilateral Measures During the Interim Period Before Pillar 1 is in Effect, U.S. Department of the Treasury press release (October 2021), https://home.treasury.gov/news/press-releases/jy0419.}

Tax havens are increasingly used by Big Tech as “data havens” to prevent government access to data that could have tax implications otherwise.\footnote{Sofia Scasserra and Adriana Foronda, ‘Banking on data: How the world’s tax havens became the data centres for the digital economy,’ Transnational Institute (November 2022), https://www.tni.org/en/publication/banking-on-data.} Data localisation bans in digital trade agreements encourages this practice.

---


115 Calculations available from the author, based on COMTRADE, World Integrated Trade Solutions, UNCTAD and World Bank data.

116 “Austria, France, Hungary, Italy, Poland, Portugal, Spain, Turkey, and the United Kingdom have implemented a digital services tax. Belgium, the Czech Republic, Denmark, and Slovakia have published proposals to enact a digital services tax, and Latvia, Norway, and Slovenia have either officially announced or shown intentions to implement a digital tax.” Daniel Bunn and Elke Asen, ‘What European Countries Are Doing about Digital Services Taxes,’ Tax Foundation (August 2022), https://taxfoundation.org/digital-tax-europe-2022/.


118 Under special circumstances, the Danish Commerce and Companies Agency may grant companies permission to preserve accounting records abroad. However, the practice has proven quite restrictive, and permission is seldom granted. Matthias Bauer et al, ‘Unleashing Internal Data Flows in the EU: An Economic Assessment of Data Localisation Measures in the EU Member States,’ European Centre for International Political Economy Policy Brief (March 2016), https://ecipe.org/wp-content/uploads/2016/12/Unleashing-Internal-Data-Flows-in-the-EU.pdf

The EU’s country-by-country reporting directive aimed at enhancing public scrutiny of corporate income taxes should improve reporting, but digital trade rules run counter to this objective. Margrethe Vestager has noted, “even if we get the perfect implementation of this possible deal, I still think there will still be a job to do to look for those who spend energy, creativity, lawyers’ fees to escape paying their taxes.”121

Researchers have identified many other digital trade provisions that could limit the ability of states to tax Big Tech.122 There are also exceptions in the tax provisions which provide more flexibility or carve-outs. However, these often draw on outdated WTO exceptions that are not fit for purpose in the digital age, such as in the EU-NZ FTA, or are impossibly complex.123

Big Tech should not be able to obtain further provisions in “trade” agreements that help them to evade fair taxation.

3- ... EU’S AGENCIES’ POWER TO REGULATE BIG TECH?

Europe is also betting that it can regain a leading position by setting global standards for the Internet. As set forth in the EU’s Digital Strategy, this includes efforts to protect people from cyber threats (hacking, ransomware, identity theft); to ensure AI is developed in ways that respect people’s rights and earn their trust; to increase access to high-quality data while ensuring that personal and sensitive data is safeguarded; to enable a vibrant community of innovative and fast-growing start-ups and SMEs to access finance and to expand; and many other people-centred goals.124

Emerging concerns demonstrate that preserving policy space for regulation is far more crucial to re-establishing European leadership, ensuring widespread benefits from digitalization, and guaranteeing European fundamental rights in the digital sphere. The digital trade rules are broad and all-encompassing. Public interest regulation would be subject to challenges with only the narrow window of limited exceptions for public interest regulation available as a defence. Future-proofing the ability to regulate according to evolving political and economic landscapes thus far outweighs any claims of alleged benefits of digital trade rules put forward by Big Tech. Permanent, binding proposals for treaties which promote U.S.-based Big Tech wish lists to hamstring European regulation is obviously not the path forward, given the emerging political consensus in the EU on digital industrialization, and all of the concerns outlined below.

Myriad aspects of the urgent need to regulate of Big Tech would be affected by the digital trade rules. This section focuses on two aspects: financial regulation and cybersecurity.

Regulating the financial sector

Decisions such as who will get a loan for a house or car purchase or who will be awarded insurance based on credit risks are increasingly made by data and algorithms. But algorithmic systems are prone to discrimination.125 If a machine “learns” that people with certain types of names, or refugee status, or current address, are a higher risk, those algorithms could indicate a higher interest rate than would have been assigned based on legal criteria such as income level and credit history. There are countless reasons why a government needs to be able to have access to source code in order to regulate financial transactions to ensure fundamental rights are not violated.

Aside from fairness in regulating the financial sector, there is the key issue of financial stability. High frequency trading and the growing automation of stock markets operations pose enormous risks in terms of financial stability, due to intensifying volatility, ripple effects, uncertainty, and errant algorithms.126 And similar arguments are being made with regards to cryptocurrencies and ransomware127 and money laundering, according to the European Systemic Risk...
Board (ESRB),

Trade provisions which bar governments from requiring disclosure of source code in order to ascertain the security of the financial sector would preclude the regulatory oversight necessary to guarantee financial security in a situation where algorithmic trading captures an expanding share of financial markets and has implications for financial stability.

Electronic Authentication

The rules would also bar states from being able to set the authentication method of an online transaction. According to Chapter X.9 on Electronic Authentication of the EU-NZ agreement, “No Party shall adopt or maintain measures that would: prohibit parties to an electronic transaction from mutually determining the appropriate electronic authentication methods for that transaction.” The basic implication of this rule is that government could not require a higher level of security.  

It has been through regulation that financial services companies and other firms have improved the security of their transactions. Two factor authentication (TFA) is becoming the global standard for financial and other high-risk transactions. The EU’s Second Payment Services Directive (PSD2) includes a mandate for Strong Customer Authentication (SCA),

Regulating Cybersecurity in the Internet of Things (IoT)

The number of products that consumers use on a daily basis that are connected to the internet is growing exponentially. The IoT market for digitally connected devices is an emerging concern for cybersecurity specialists, as IoT devices have been the subject of regular cyberattacks and data leakages. A European Commission impact assessment report estimated that the annual costs of data breaches exceed 10 billion euros and the annual costs of malicious attempts to disrupt internet traffic likely exceed 65 billion euros.

In addition to costs and the safety and security of data, this is also a key issue of human health and safety. Networked automobiles could be hacked and driven dangerously; hacking of medical devices such as pacemakers could allow bad actors to damage human health; the hacking of baby monitors could endanger children. Given the poor state of cybersecurity regulation worldwide, European governments are increasing cybersecurity legislation on IoT devices in order to protect sensitive consumer (including financial) data and safety.

On 22 March 2022, the European Commission adopted two new proposals for a Cybersecurity Regulation and an Information Security Regulation which updated the existing framework of 2019. These regulations, which are still undergoing legislative procedures, build on the EU Security Union Strategy and the EU’s Cybersecurity Strategy for the Digital Decade.
In September 2022, the European Commission proposed new regulations specifically on smart devices, the Cyber Resilience Act (CRA). The new rules will complement the existing Network and Information Systems (NIS Directive), the NIS 2 Directive (covering cloud providers and software as a service), and the EU Cybersecurity Act.

Cybersecurity regulation on IoT will require standards such as TFA, and the disclosure of source code to relevant authorities to evaluate high-risk algorithms and cybersecurity measures. But the provisions of “digital trade” rules promoted by the EU would bar states from being able to require necessary disclosure of source code, even subject to certain exceptions.

These constraints are unacceptable given past practice and current needs for strengthening oversight of cybersecurity in the public interest. As discussed above, the exceptions in the source code disclosure provisions – including in the most recent EU-NZ FTA – still far short of the enormity of the urgent need for more public oversight.

Some pro-corporate advocates argue that trade provisions can be used to ensure that cybersecurity rules do not become protectionist, in terms of favouring international standards which are not trade-restrictive. However, Europeans have stated clear goals to set standards which are higher than those extant internationally at this time. The idea that states should be constrained by trade agreements against the adoption of higher standards makes no sense in the face of evolving cybersecurity threats and the ongoing need for higher security standards.

Rather, cybersecurity is a fundamental issue of public safety and security and fundamental rights. Standards should be set through democratic channels, with public debate, based on a high level of skilled technical inputs. The economic interest of foreign firms, such as Big Tech, should not be a consideration given the gravity of the issues, and those same firms’ history of abusive data practices and cybersecurity leaks.

4- ... EU’S PUBLIC SERVICES?

Quality, accessible public services are a cornerstone of European life and a key underpinning of the social contract that results in the higher quality of life and longevity experienced by European residents. But public services could be negatively impacted by proposed Big Tech digital trade rules. The potential impact on taxation and government revenue, which is essential to maintain affordable, quality public services, is just one such problem. Human rights organizations have raised concerns about the overreliance on algorithmic decision-making to determine social and economic rights such as access to social benefits and other public services, which requires AI to be subject to proper oversight.

The proposed rules could lead to the further privatization of public services, and to the resulting job losses and erosion of workers’ rights. Digitalization of public services often involves public-private partnerships with Big Tech corporations, which facilitate the privatization of jobs. Privatization has been shown to reduce the number of quality jobs, as firms compete by lowering wages and benefits and skim a profit from the government payments.

At the same time, privatization removes a wide swath of aspects of those services from public oversight. For example, digitalization in health care involves “tele-health” but also the digitalization of record-keeping, of diagnostics, of decisions around personnel and allocation of resources, and of algorithms determining insurance coverage - all of which would be subject to the new digital trade rules and thereby less subject to regulation.\(^{145}\)

Maintaining a strong public services sector in Europe will require strengthening algorithmic accountability and up-skilling digital knowledge among public workers. It will also require the use of large data sets by the public sector to improve education, health, transportation, water and electricity distribution, and other public services. It will also require that public services maintain the right to access and control the data produced through any partnerships with private companies. These goals will not be possible to achieve if Big Tech succeeds in barring source code disclosure and maintaining data collection in the private sphere.

**Smart Cities**

“Smart Cities” are digitally connected cities that use a lot of data collection to help with city planning, including in public services. But citizen movements in some cities have also pushed back against the extraction of their data for private profit. In Europe, Barcelona has broken away from business as usual. For a long time, it has been a pioneer among Smart Cities. Sensors on light posts dim when people are not around, saving the city millions of dollars on electricity. Water meters sense the moisture needed in public parks, saving tens of millions in water costs.\(^{146}\)

But over time, citizens rejected how the data they generated from public services was being privatized and held by corporations though public-private partnerships. Now, the city spearheads the data for the public good movement through the lens of data governance. The low-hanging fruit was procurement: the city now insists on data disclosure in its contracts with tech companies. Francesca Bria, then Barcelona’s Chief Technology and Digital Innovation Officer, said “we are introducing clauses into contracts, like data sovereignty and public ownership of data.”\(^{147}\) Through the European Decode Project (DEcentralised Citizen-owned Data Ecosystems)\(^{148}\) piloted by innovators Barcelona and Amsterdam, cities are rethinking their future, adapting the technology and data infrastructure around its citizens rather than starting with the tech.

This data can be generated as a public resource as part of the operation of public services. But if the data collection of the public service, or the provision of the service itself, is privatized, then so is the data. In order to obtain the data to improve public services and save jurisdictions valuable tax dollars, the data would have to be transferred from the private operator to the public.

Even though most cities in Europe are not yet taking steps to ensure data sovereignty and public ownership of data, if they would, under the proposed EU digital trade rules barring states from requiring the localisation of data in the Party’s territory for storage or processing, the required disclosure from companies could be challenged under trade agreements.

**5- ... EU’S CITIZENS PRIVACY AND DATA PROTECTION RIGHTS?**

The landmark legislation of the GDPR published in 2016 set the global standard for the fundamental rights of data privacy and data protection. Non-Europeans have criticized GDPR as a key trade barrier.\(^{149}\) Since that time, the urgent need to safeguard the human right to privacy and the fundamental right of data protection under the metastasizing effects of surveillance capitalism have only increased.\(^{150}\)

And yet the proposals of the EU on digital trade in bilateral or regional agreements, and at the WTO, maintain provisions guaranteeing the rights of corporations to transfer data, including personal data, across borders.

---

\(^{145}\) There is a carveout, including in Article 1 of the EU-NZ FTA for information held or processed by or on behalf of a party, including measures relating to its collection. The boundaries are unclear, especially when private firms are collecting and storing the data and can relocate and use it.


\(^{147}\) Thomas Graham, ‘Barcelona is leading the fightback against smart city surveillance,’ Wired (May 2018), https://www.wired.co.uk/article/barcelona-decidim-ada-colau-francesca-bria-decode.

\(^{148}\) See the DECODE project here: https://decodeproject.eu/what-decode-


The European Parliament was the first to raise the alarm in Europe about the need to exclude personal data protection from free trade agreements. Since 2018, the EU has tried to balance maintaining unrestricted FFOD, with some protection of personal data to comply with GDPR legislation. Recent trade agreements, like the ones with the UK and New Zealand, include a clause that aims to safeguard the protection of personal data and privacy. However, there are serious doubts that the “safeguards” included will indeed protect personal privacy.

Subsequent to the publication of the EU-UK TCA, the European Data Protection Supervisor (EDPS) stated that he “regrets that the TCA fails to faithfully take over the EU’s horizontal provisions for cross-border data flows and for personal data protection. Such provisions, which the European Commission has repeatedly stated as non-negotiable, allow the EU to include measures to facilitate cross-border data flows in trade agreements while preserving individuals’ fundamental rights to data protection and privacy. Thus, in amending these horizontal provisions, the TCA creates legal uncertainty about the EU’s position on the protection of personal data in the context of trade agreements and risks creating friction with the EU data protection legal framework.”

Scholars investigating whether the GDPR can apply under the provisions of cross-border data transfers in digital trade agreements have concluded that “trade law should not move ahead in setting the rules for cross-border trade in the era of big data and AI without recognizing the members’ responsibility to take appropriate measures that would ensure that AI and overall data governance are fully accountable to domestic human rights frameworks.”

Civil society organizations have reiterated calls that “[i]f ‘cross-border data flows’ rules are part of the future WTO agreement, existing safeguards must ensure that people’s privacy and data protection rights always have priority over data flow rules so that the digital economy can thrive and people can trust that fundamental rights law is respected. If these conditions cannot be met, countries must exclude or not commit to rules on cross-border data flows in the negotiations and in any final deal. Endorsing other binding international rules – notably the Council of Europe’s Convention 108+ for the Protection of Individuals with REGARD to the Processing of Personal Data – will be more balanced. To date, 55 countries have become parties to Convention 108+ already.”

It is interesting to note that while EU has understood the importance of protecting personal data and has put in place policies to protect it, the digital revolution is revealing the importance of protecting non-personal data. One of the reasons for protecting non-personal data is because the latest research shows that by using reverse engineering and machine learning non-identifiable data can re-identify individuals i.e., non-personal data can be converted into personal data. The research demonstrates for the first time how easily and accurately this can be done - even with incomplete datasets. In the research, 99.98 per cent of Americans were correctly re-identified in any available “anonymized” dataset. Thus, if restrictions on cross-border flow of personal data are allowed and digital rules are made flexible with respect to “personal” data to protect privacy and for national security reasons then the same flexibilities are required for protecting the non-personal data.

Adaptability decisions

The EU allows free flow of personal data to third countries with whom there is an adequacy decision which guarantees a comparable level of protection of personal data to that in the EU.

FFOD with the US has been constrained over recent years, due to the lack of an adequacy agreement. In October 2022, the U.S. and the EU agreed on an EU-U.S. Data Privacy Framework. It aims to ensure that European personal data is safe when transferred to U.S. soil. The agreement is now under revision.

155 ‘Data Protection Rights,’ WTO trade talks must respect privacy, together with other 46 consumer and digital rights groups, EDR calls on global governments to place people’s fundamental rights to data protection and privacy at the centre of digital trade negotiations,’ EDR (November 2020), https://edpr.org/our-work/wto-trade-talks-must-respect-privacy/.
still may be challenged in the Court of Justice of the EU, given the lack of a national privacy law in the U.S. and the surveillance practices of U.S.-based Big Tech firms and government. A group of privacy organizations has asked that negotiations on a new transatlantic data transfer agreement should be paused until the U.S. Congress passes comprehensive privacy legislation and reforms U.S. surveillance laws.158

6- ... PROTECTION OF WORKERS IN THE EU?

Skewing the Balance of Power between Corporations and Workers

One of the main features of hyperglobalisation is corporations using their outsized profits to rig the rules of the global economy - including through trade agreements. They have done this to redistribute income upward to themselves and their highly paid executives, and away from the people whose work produces the profits. Corporations have thus been able to capture an increasing percentage of the value of production from the labour of working people, driving down their collective power and entrenching a vicious cycle of loss of power and income share.

Writ large, the “digital trade” proposals in trade agreements represent an effort by Big Tech to further consolidate that upward distribution of income from labour to capital.

Corporations have captured the vast majority of productivity gains deriving from advances in technology and expanded technological use over the past several decades. Corporations have unduly controlled policy measures and have restructured industries to reduce workers’ share of profits.159 In discussions on the future of work, the emphasis on job retraining and skill-based technological growth can be useful but should not be a distraction. The most important aspect in shaping who will benefit from expanded technological use will be the policy environment in which that technology is utilized. Those policies are shaped at the local, sector or national level through collective bargaining, and/or at national level through laws, but also at the global level through trade treaties. If workers are not guaranteed their fundamental rights, freedom and autonomy in digitalised workplaces, and if workers do not have a governance stake in the data produced by workers, and instead this data is allowed to be “owned” by the collecting corporation, it will permanently skew the balance of power in further favour of corporations.160

Whether workers should have economic rights to the data they produce or help produce is a subject being debated. Locking data related commitments under trade agreement will make any such thing impossible, likely leading to a permanent suppression of labour’s collective bargaining power in a digital age.

Algorithmic Labour Abuses

Corporations are increasingly using algorithmic systems to manage workers. The use of automated hiring/firing systems, scheduling tools, worker productivity enhancing systems such as movement and location tracking systems to real-time surveillance and monitoring systems have resulted in a range of harms to workers. These range from discrimination, work intensification, mental and physical health abuses, to an erosion of fundamental labour rights such as the freedom of association and the right to collective bargaining. All of these harms can only be rectified if the algorithmic systems are subject to inclusive governance and the systems can be adjusted. If source code cannot be reviewed yet is faulty, there is no accountability and no remedy for the harms.

This is especially true in “platform work” which the EU is also currently looking to regulate better through the Platform Work Directive161 against the vociferous lobbying of companies like Uber.162 One of the main demands from trade unions with regards to platform work is algorithmic transparency.163 As a resolution by the European Trade Union Confederation puts it: “free access to the source code must be ensured before the implementation of the AI system in the

Trade union stewards, workers’ legal defence teams, and workers themselves should have access to the data, and the algorithms, on which decisions regarding their employment are based. Unions should be able to collectively bargain on the use of technology, AI, and algorithmic decision-making, and access to code is key for this. The law should also recognise (and protect) this as an area of collective bargaining. All deployers of algorithmic systems should be legally obliged to conduct ongoing governance of (semi)automated systems, and this governance should include representatives of those who are subject to the systems: in this case the workers. Co-governance of these systems is a prerequisite to enforcing labour rights in this regard. 166 Labour regulators should have a priori consideration and approval of any algorithmic system and data sets that would be used in ways that affect workers’ rights on the job. Certification and standards bodies must be balanced and include worker organizations on parallel with industry, and all certifications must be accompanied by the obligation of periodic and inclusive governance of the systems deployed. 169 Inspiration can here be found in the Spanish law that enables workers access to information on their characteristics and technical details, 170 as well as in the requirement in the GDPR that the Data Protection Impact Assessment (DPIA) should be periodically reviewed (i.e. governed). These remedies would be proscribed under the EU’s digital trade proposals barring requirements to disclose source code and barring data localisation requirements.

Reducing Potential for Job Creation

Big Tech’s top goal is to force governments to allow them to collect, use, transfer, store, and share data as they please. The production of data is the central feature of the digital economy of the future, and most people are only just beginning to appreciate the value of data. The firms able to collect the biggest data sets will train their AI more accurately and will thus dominate their industries. Investors realize the value of data for future profits, and the corporations that are the largest data collectors enjoy the greatest market capitalization. Allowing Big Tech unfettered control over data would constrain policies to foment job creation, as countries need to harness the data sourced in their countries digital industrialization to create jobs, and to add value to existing jobs. The privatization of data that is central to the “digital trade rules” would severely limit states’ ability to ensure widespread job creation and full employment through digitalization as well as a fair distribution of the income generated.

Furtheing Privatization

Digital trade proposals by the EU include demands to expand liberalization obligations on financial services, telecommunications, and computer services, especially to supply them across the border. 171 The reality that most production now depends on services, especially digital services, means these new obligations would also impact on workers in manufacturing, transportation, and even agricultural and food processing, as well as in retail, according to the global union federations in those sectors. The supply of those digitalized services from offshore undermines domestic jobs, pay and conditions.
Proposed rules would enable corporations to increase their outsourcing of service sector jobs. Trade provisions that guarantee corporations the right to transfer data across borders — free from requirements that they maintain a local presence in the country in which they are making profits, that they pay taxes, transfer technology, ensure privacy, or are held liable for any harm they cause — make it easier for them to relocate jobs around the world to wherever is most profitable. This often means outsourcing work to low-wage countries with rampant labour rights abuses.

Jobs affected include those in call centres, data processing, financial services, medical billing, logistics, and many more.172

Labour Rights Abusing Corporations Seek New Limits on Big Tech Regulation

Corporate proponents of digital trade rules are some of the worst violators of labour rights. Many of the jobs they generate pay low and sometimes substandard wages,173 violate international labour standards, and lack employment benefits. Amazon, accused of “exporting American working conditions to Europe,”174 is being targeted by trade unions globally for its exploitative labour practices, including spying on workers’ exercising their labour rights,175 and the firing of workers organizing for better health protections during the COVID-19 crisis.176

Indeed, some Big Tech firms’ business model is based on abusing precarious and informal labour, such as content moderators in Africa responsible for removing violent and illegal content on Facebook, who are paid as little as $1.50 USD per hour while suffering from mental illnesses including post-traumatic stress disorder (PTSD), anxiety, and depression.177 Even more well-known is Uber’s path of breaking EU labour laws and then deploying high-level lobbyists and weaponizing drivers to pressure officials to bend the laws to suit the company’s profits, as revealed by a whistle-blower.178 Such firms should not be granted further rights and protections in “trade” agreements, including from provisions that directly target their rights.179

More broadly, any global agreement on digitalization should focus on ensuring that digital and platform workers have quality, living wage union jobs. A primary source of digital firms’ profits is the “disrupted” labour market in which one of their main “innovations” is making work more precarious. They are renowned for classifying platform workers as self-employed contractors, to evade their being covered by labour law (because they are independent contractors). Under this classification, however, if they unionise the workers can be considered a cartel, not a union. There has been progress on worker classification since the early Uber days, but most countries’ legal frameworks are yet to be updated to ensure proper classification as workers.

Corporations increasingly take advantage of digitalization to locate jobs where workers have the weakest labour protections and the lowest wages. Many trade agreements include provisions that bar governments from requiring a local presence, which limits the ability of workers to collectively bargain and to hold them accountable for violating workers’ rights. This has led to a race to the bottom in labour standards, thus putting downward pressure on wages and working conditions across Europe. Trade unions have called on governments to establish fair rules regarding competition, working conditions, and ensuring workers’ rights for all workers, including “contract” workers. There is no path toward shared prosperity from digitalization and technological transformation that does not put universal employment and quality jobs with workers’ freedom to organize at the centre of that transformation.

172 Kelley, ‘Digital Trade Rules and Big Tech,’ FES and PSI (2020).
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No Proposals Incorporate Demands from Trade Unions

The most important strategy to ensure digitalization's widespread and inclusive benefits is a commitment to full employment focused on equity, including strong labour rights and decent work and working conditions for all workers; gender and racial equality; and prohibitions on discrimination. This would include workers’ rights in the digital context such as to their own data, and comprehensive and portable social protections (such as paid sick leave and unemployment insurance), including for workers now misclassified as contractors. It would include that public procurement contracts, including for digitalization of public services, go to businesses with collective bargaining rights. Yet none of the proposals made by labour unions and other pro-worker organizations are included in the digital trade rules under consideration.

For these reasons and more, in March 2020, the European Trade Union Confederation called on “the EU and its member states to freeze the plurilateral negotiations on e-commerce,” further noting that they have “severe reservations about the WTO as the forum to negotiate data governance issues and shape the rules of the digital change, as the organization lacks expertise, mandate, does not involve trade unions adequately and has a reductive approach to rules-making.”

7- ... PROTECTION OF MINORITIES AGAINST DISCRIMINATION?

There is a growing body of evidence that AI can exacerbate discrimination and cause harm, either through faulty algorithms which “learn” patterns based on past inequities, or by exacerbating inequalities found in data sets used for training. Depending on the sphere, the EU protects against discrimination based on characteristics including, but not limited to, nationality and place of residence, disability, religion or belief, racial and ethnic origin, and gender, sexual orientation, and age.

Algorithms are extensively utilized in search engines and advertising which result in harmful discrimination against women, people from immigrant communities, and people from other backgrounds that are regularly targeted. Racial bias in algorithms has been documented in voter suppression, housing discrimination, predatory lending, insurance, employment discrimination, and government surveillance and policing. A few examples include search engine results that show job results based on the algorithmically-determined perceived race, ethnicity, or gender of the searcher, and credit ratings or insurance premiums being decided based on ethnic or geographical origin, according to a report prepared for the European Commission. The incredible failure rate of facial recognition technologies in distinguishing darker skinned people as compared to lighter skinned people, is well-documented and a serious cause for alarm.

Algorithms used by surveillance advertising such as Facebook have been shown to magnify racist hate speech as well as inaccurate, controversial, and inflammatory information, which has sometimes led to violent racist attacks, such as against immigrants in Germany or against Black footbllers in the UK as two examples amid extensive scholarship on racism exacerbated by social media.

This is not only an issue in the private sector, but also the public sector. The recent debacle in the childcare benefits system of the Netherlands exposed the extensive harm that the use of algorithms, unsupervised by human oversight, caused to the Dutch public. In this massive scandal, use of algorithms to detect potential fraud in public welfare benefits led to over 1,000 children being put into...
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foster care. Having proper public oversight over the use such AI could have caught the use of harmful data sets and poor algorithms.

In 2019, the EC published a White Paper on Artificial Intelligence, which recognised that the increasing use of algorithms in Europe poses specific risks in terms of fundamental rights and in particular in terms of equality and non-discrimination.193 These risks are also recognised by the Commission’s recent Gender Equality Strategy 2020-2025, which acknowledges that AI “risks intensifying gender inequalities.”196

In the lead-up to the drafting of the DSA and AI Act, several studies identified algorithmic racial or ethnic, gender195, and LGBTQIA+196 discrimination as problematic. A coalition of civil society organizations led by EDRi, including Algorithm Watch, the European Disability Forum, the European Network Against Racism, UNI Europa, and others, called for red lines in the AI Act for threats to fundamental freedoms.197 These included clear limitations on the use of AI in migration control; the use of AI in social scoring and determining access to social rights and benefits; predictive policing which repeatedly score poor, working class, racialised and migrant communities with a higher likelihood of presumed future criminality; and the use of risk assessment tools in the criminal justice system and pre-trial context; all of which threaten fundamental rights particularly among racialized communities.

Further, recent studies have shown that source codes and algorithms which are inter-connected and learn from themselves (machine-learning)198 can lead to unforeseen outcomes which include discrimination based on income, colour and gender. Recognizing this, the UN Committee on the Elimination of Racial Discrimination has stressed that algorithmic profiling systems should be in full compliance with international human rights law.199 It has underscored the importance of transparency in the design and application of algorithmic profiling systems when they are deployed for law enforcement purposes. In its recommendations the Committee emphasizes, “[t]his includes public disclosure of the use of such systems and explanations of how the systems work, what data sets are being used and what measures preventing human rights harms are in place.”200

But digital trade proposals proscribe states from requiring source code disclosure. They do contain exceptions to allow disclosure of source codes and algorithms to requesting judicial or regulatory authorities for investigations, and the EU-NZ FTA uniquely expands this to include discrimination and bias. But the Conference of the Federal and State Ministers for Equality of Germany “pointed out that, due to the complexity of the matter, it seemed unrealistic that those affected would be able to detect and pursue algorithmic discrimination.”201 As noted previously, transparency remedies must also be available for affected parties, researchers, critical engineers, advocates, trade union stewards, and the general public – not just for governments.

If algorithmic systems might violate fundamental and human rights to be free of discrimination, AI systems should have to be proven not to do so in advance of their deployment – not after harms are suffered. And policies upholding human and fundamental rights should not be subject to adjudication in trade tribunals, which prioritize trade issues over the rights of affected communities.

8... THE EU’S GREEN DEAL AGENDA?

The European Green Deal sets out a roadmap of how to make Europe the first climate-neutral continent by 2050 while boosting the economy, improving people’s health and quality of life, and leaving no one behind, according to the European Commission.202

200 Ibid.
The EU’s Trade Policy states that it “should unequivocally support the Green Deal in all its dimensions, including the ambition to achieve climate neutrality by 2050.”

The Green Deal promotes new technological innovation to resolve the world’s climate crisis. But for the entire world to make the necessary transitions, transfers of climate-reducing technology innovations to ensure their global use will be required. Bans on source code disclosure, and other forms of technology transfer, will render the achievement of the Paris Agreement impossible.

Countries also need tax revenue (for example, from taxing Big Tech) in order to fund their transition. Big Tech’s proposals to limit the ability of states to tax their operations and cross-border delivery of electronic goods and services will reduce those needed investments.

Global e-commerce in goods further displaces local production in favour of international goods, but these can be more climate intensive due to transnational shipping costs.

The hyper-concentrated and data hungry digital economy promoted by Big Tech and the proposed digital trade rules is also radically at odds with the fight against global warming. The carbon footprints of training AI or operating a hyperscale data centre are far beyond the required limits set by the Paris Agreement.

The footprint of the world’s tech industries is three times that of France, in terms of energy, materials, and water consumption, according to a Paris-based think tank. The digital economy uses 10 percent of the world’s electricity and generates nearly 4 percent of global CO2 emissions, almost twice as much as the civil aviation sector.

The over-utilization of domestic energy supplies is becoming such an issue that countries such as Ireland, holding 25 percent of the European data centre market, are facing calls for a moratorium on the construction of new data centres. At a time when European consumers are being called on to cut down on energy usage due to the war in Ukraine, data centres are being increasingly scrutinized by regulators and the public. A European Commission study predicts that data centres will use 18.5 percent more energy from 2018 to 2030.

The same is true for water consumption. Local activists in Zeewolde (near Amsterdam) forced Meta to abandon plans to build an energy-intensive data centre there in July 2022, after revelations that Microsoft’s giant data centre complex in North Holland consumed 84 million litres of water during 2021, a year when heat caused severe water shortages.

Data centres require high volumes of water directly for cooling purposes and indirectly, through electricity generation. Some data centres are located in water-stressed regions prone to droughts and water shortages. These sometimes result in conflict with local communities, or restrictions on water usage. Environmental, social and governance researchers are even taking these risks into consideration in assessing business risk.
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A recent proposal by the Climate Neutral Data Centre Pact to pre-empt upcoming legislative mandates to reduce water use to a maximum of 400ml per kWh of computer power by 2040\textsuperscript{213} could help address this; but without limiting the total computer power, the net impact is yet to be seen, particularly given that the group has come under fire for becoming a vehicle for U.S.-based Big Tech lobbying rather than achieving green goals.\textsuperscript{214} Instead, the Commission's plan calling out data centres' environmental impact\textsuperscript{215} should include binding targets.

Beyond energy and water consumption, the Sustainable Digital Infrastructure Alliance has identified priorities towards a sustainable digital economy including by emissions, electronic waste, other resource consumption, pollution, and socioeconomic issues, all of which are a concern given the burgeoning and uncontrolled pace of digital infrastructure.\textsuperscript{216}

Sustainable digitalization cannot co-exist with huge digital monopolies pushing for ever more collection, storing and processing of data on a global scale.

\textbf{9- ... THE EU’S REGULATION OF BIG TECH MONOPOLIES?}

European regulators and legislators have become well aware of the negative impacts of Big Tech’s monopoly practices and powers. Europe has engaged in the most extensive enforcement actions against Big Tech. Reducing Big Tech’s market dominance and regulating their practices to set a level playing field to ensure fair competition will have clear benefits for all aspects of European society, and especially for digital industrialization and SMEs, as discussed in other sections.

But Big Tech is working feverishly to undermine and constrain efforts to reduce market dominance and anti-competitive practices in the tech sector through certain provisions in digital trade agreements. These include expanding existing “market access” rules through the “Understanding on Computer and Related Services,” bans on source code disclosure requirements, interoperability provisions, and bans on local presence requirements.

\textbf{Expanding Market Access through the Understanding on Computer and Related Services (UCRS)}

One of the EU’s primary goals in the digital trade negotiations is to expand the services which are subject to these “market access” rules by having other members agree to its proposed “Understanding on Computer Related Services (UCRS).”

These market access rules greatly constrain “measures” that “affect” the supply of services, including competition policies in restricting size, market share, or restrictions on digital services and suppliers. The UCRS would “guarantee digital infrastructure firms have virtually unrestricted access into countries and rights to operate there with very limited regulation.”\textsuperscript{217}

The UCRS aims to make all computer-related services automatically subject to these rules, even if they were not invented at the time that countries took the original commitments.\textsuperscript{218} Countries that agree to the EU’s UCRS agree to include market access commitments for “computer systems, programming including source codes and algorithms, maintaining computer systems and software, and processing and storage of data.” The Understanding ensures that those commitments apply to all computer and related services, including online search engines, social media, digital marketplaces, online advertising or digital entertainment.

But it would also include those yet to be invented. According to a legal analysis, “that future-proofs the scope of computer and related services to include whatever new services and technologies might be developed in the future, but with no criteria for determining what additional elements might fall within its scope.”\textsuperscript{219}

Applying open-ended disciplines which restrict competition policy remedies to all digital services would benefit the monopolistic practices of Big Tech to the detriment of fair competition policies far into the future.
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As detailed below, the AI Act will require further investigation of algorithms classified as “high risk.” But many monopolistic practices occur in settings that may not meet this classification. For example, digital advertising may not be considered “high risk,” but this sector is highly based on oligopolistic practices by Big Tech behemoths. Likewise, anti-competitive practices using algorithms are ubiquitous in the online retail sector, where companies like Amazon ensure that their search algorithms privilege their own products or services above those of others. There may be difficulty to bring a legal challenge because of lack of capacity to identify the source of the issue, or the standard of proof may be difficult to meet without access, or the agency may not have the expertise without being able to go outside but may be constrained in doing so by a requirement for “safeguards against unauthorised disclosure”.

The new exceptions aim to make such investigations easier. But those rules still require a suspicion, as they relate to specific cases, and cannot require disclosure as a general rule, which creates a chicken and egg problem – individuals must know that they are being harmed and have a suspicion that it is because of the algorithm and convince the regulatory agency; or the regulatory body itself must be able to establish a prime facie basis to justify accessing the source code. In earlier agreements, exceptions related only to requirements to remedy, which assumes that parties can make their case and identify the problem and solution without access to the code (or in some agreements algorithms, although the relationship between them is sometimes unclear).

Interoperability Rules

Big Tech often exclude other companies’ products from their platforms or operating systems, in order to maintain monopoly control. For example, Apple excludes other digital payments systems from its app store. The EU recently mandated interoperability in the DSA. But Big Tech would like to maintain this monopolistic practice as a right. The most recent leaked version of the Joint Statement Initiative on e-commerce being negotiated at the WTO includes the provision: “No party/member shall prevent public telecommunications networks or their services, and/or electronic commerce-related network equipment and products related to the technologies.” This provision is written in a way as to preclude states from being able to require interoperability such as in app stores. While it is not included in EU digital trade agreements, its presence in the plurilateral the EU is negotiating at the WTO should raise concerns.

Rules Banning Requirements that Firms Establish a Local Presence

For economies of scale, and for regulatory and tax arbitrage, Big Tech companies will choose which jurisdictions they operate out from. When they are cross border (Mode 1 in GATS jargon) it is extremely difficult to bring them within a domestic jurisdiction. The “no local presence” rule included in recent services chapters, which is part of Big Tech’s wish list, facilitates this. So does the market access rule that says that states cannot require an entity that has a local presence to take a particular legal form, so it may not be legally responsible for the actions of the company it services. Serving legal papers on an entity in another jurisdiction is deeply problematic if it refuses to accept local service. That may require a time consuming, complex and expensive diplomatic process. Once served, getting the entity to submit to the jurisdiction is another battle. Then if both those are overcome, enforcement of the outcome also becomes problematic.

The EU’s leadership in finally bringing Big Tech behemoths to account for their anti-competitive behaviour, and its leadership in setting new rules to constrain monopolistic behaviour online, should not be undermined by stealth efforts by Big Tech to rig the rules in their favour.

10- ... EU SMES?

In 2021, 99.8 percent of all enterprises in the EU-27 non-financial business sector (NFBS) were SMEs. They employed 83 million people, the equivalent of 64 percent of total employment in the NFBS, and generated 52 percent of the total value added produced by the non-financial business sector. The vast majority of EU-based SMEs that sell online use Big Tech online platforms to reach consumers. The market power differentials between SMEs and Big Tech are unprecedented in recent history.
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220 S221(15) from September 2021 WTO draft.
221 I am grateful to Jane Kelsey for this important observation.
SMEs are dependent on platforms’ algorithms in terms of how their products are ranked in search results or are otherwise advertised. Businesses using Big Tech platforms do not have access to the data on their own customers and resulting from their own activity on the gatekeeper’s platform, making it impossible for them to compete in a fair market – while the Big Tech platform can use such data for its own business purposes.

Digital trade provisions that bar states from being able to require algorithmic transparency or that copies of data be stored locally (in the case that the local business is domiciled in a different country than that of the gatekeeper platform) constrain remedies for these problems.

But these are just a few of the ways that Big Tech behemoths intend to use digital trade rules to establish global dominance. The entire suite of digital trade provisions was produced by Big Tech for their benefit. Rather than award the largest corporations new rights in binding, permanent treaties, rulemaking through these “trade” provisions should be put on pause until new rules that would benefit SMEs and reduce the power of Big Tech, including to vacuum up data globally, can be implemented.

In addition, European proposals include expanded commitments on “Computer and Related Services” described above which would “guarantee digital infrastructure firms have virtually unrestricted access into countries and rights to operate there with very limited regulation.”

While some may see an opportunity to gain access to foreign markets for European firms, the first-mover and scale advantages of U.S.-based Big Tech would likely indicate that this dominance would be consolidated under such an approach.

Under a fully liberalized market access scheme for computer and related services, written as broadly as the EU proposal, it is difficult to see any scope for protecting or supporting European SMEs. Based on more recent and emerging concerns about the loss of market-share of European SMEs, the constraints on digital industrial policy space, and the call for European policy to support the diffusion of benefits to all Europeans from digitalization in the region, the digital trade rules, as supported by the EU since 2016, are outdated and not fit for today’s world.

WHO WILL BENEFIT FROM THE EU’S DIGITAL TRADE AGENDA?

One might wonder why European trade policy seems so oriented towards benefiting the largest big tech transnational corporations when nearly all of those are actually U.S.-based (or Chinese) and not European companies.

First of all, the “European” business lobbies are heavily dominated by U.S.-based Big Tech. Principal Europe-based trade groups lobbying for digital trade in the EU include DigitalEurope, Ecommerce Europe, and the European Services Forum. For example, DigitalEurope intervened repeatedly in the process of European digital legislation, including the deployment of Nick Clegg, former Deputy Prime Minister of the UK, in its top global lobby job. But it represents the interests Amazon, Apple, Meta (Facebook) and Google, along with some European firms. Ecommerce Europe includes Amazon, eBay, and Etsy. The European Services Forum counts Apple, Google, IBM, Microsoft, Oracle, and UPS as members. Even BusinessEurope’s Corporate Advisory and Support Group includes Apple, Meta, Google, Microsoft, Uber, Intel, IBM and Oracle.

Second, along with “European” trade associations, the U.S.-based Big Tech trade associations also lobby heavily on digital trade. This includes the Computer & Communications Industry Association, the now-defunct Internet Association, the Information Technology Industry Council, the U.S. Council for International Business, the Coalition of Services Industries, and the National Foreign Trade Council.

Third is the massive expansion of direct lobbying of EU officials by U.S.-based Big Tech. In a stunning report, “The Lobby Network: Big Tech’s Web of Influence in the EU,” Corporate Europe Observatory (CEO) and Lobbycontrol offer an overview of the tech industry’s EU lobbying firepower. For the first time, they map the “universe” of actors lobbying the EU’s digital economy, and they found a wide yet deeply imbalanced “universe”:

- with 612 companies, groups and business associations lobbying the EU spend over €97 million annually lobbying the EU institutions. This makes tech the biggest lobby sector in the EU by spending, ahead of pharma, fossil fuels, finance, and chemicals.

- in spite of the varied number of players, this universe is dominated by a handful of firms. Just ten companies are responsible for almost a third of the total tech lobby spend: Vodafone, Qualcomm, Intel, IBM, Amazon, Huawei, Apple, Microsoft, Facebook and Google spend more than €32 million making their voices heard in the EU.

The figures below represent the numbers from the research as they were self-reported in 2021; Google and Facebook, among others, have significantly increased their spending.
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The EU Digital Trade Rules: Undermining attempts to rein in Big Tech

These tech corporations all expanded their lobbying budgets and staffing heavily in the last few years. “I have never seen something like that, at least not on this scale,” said Bernd Meyring, a competition lawyer at Linklaters was quoted as saying in Politico. “Comparing this to any other industry is quite remarkable and that shows what’s at stake for these companies.”

They held myriad lobbying meetings with the Commission and MEPs, according to CEO, since the initial frameworks for legislative proposals were underway. Other leaks have corroborated this ramp-up, particularly emphasizing the specific lobbying exercised by Big Tech on the EU with regards to the WTO and free data flow. A minor scandal even emerged after the leak of Google’s lobby strategy – which included provisions such as “create ‘pushback’ against Commissioner Breton” and “create conflict between Commission departments.”

U.S. regulators have been reluctant to criticize the new European legislative initiatives, perhaps given that they are debating these same issues domestically both in the U.S. Congress as well as federal agencies. But the EU-U.S. Trade and Technology Council is a classic example where “regulatory cooperation” is being used to stall or weaken legislation and is an entry point for industry lobbying, according to another report by CEO.

![Chart: Corporate Europe Observatory & Lobbycontrol](Source: EU Transparency Register)
These Big Tech behemoths are not content with direct lobbying influence, however. They have taken advantage of groups like the Climate Neutral Data Centre Pact to also wield power. European members of the pact have complained that “large U.S. data firms are instead using the pact as a lobbying vehicle. ‘It’s never really said, but their objective is to unite the actors of the industry and to be able to speak on its behalf,’” said the manager of one of several European members quoted by Politico, speaking on the condition of anonymity. Signatories include Amazon Web Services, Google, and Microsoft.236

In October 2022, leading MEPs have asked for an investigation into Google, Meta (Facebook) and Amazon, as well as the Computer & Communications Industry Association and other trade lobby groups, calling for the firms to be banned from engaging with EU institutions.

The complaint states that the Big Tech companies deceived EU lawmakers in their lobbying efforts on the DSA and DMA by “pretend[ing] to be the official representatives of SMEs while at the same time promoting and defending the business interests of Big Tech,” – but without disclosing their connections.237

Given this evidence, it is easy to see why EU trade policies are still being written to benefit Big Tech. And one could surmise that this is also happening with regards to trade policies in Japan, in Australia, in Canada, etcetera. Thus, arguments that “the entire developed world” favours such-and-so policy fall flat when one sees that the policies are emanating from the lobby efforts of the same few Big Tech corporations, based in the U.S.
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The most recent overall EU trade policy, “An Open, Sustainable and Assertive Trade Policy,” notes that the “EU should continue to lead the way in digital standards and regulatory approaches, in particular as regards data protection, where the EU’s GDPR is often seen as a source of inspiration. To achieve this, the WTO needs to set the rules for digital trade and the EU needs to play a central role in creating them.” 238

However, the following analysis of the current legislative projects of the EU demonstrate that the EU trade policy is actually fundamentally in contradiction to the stated goals as well as the specific provisions of those initiatives and, if not substantially changed, could severely hamper the ability of the EU to enforce them.

The European Parliament and European Commission have approved, or are considering, a multiplicity of major legislative projects aimed at regulating the digital economy, in addition to the well-known GDPR, that could interplay with digital trade rules. 239 In addition to specific projects mentioned above, the most relevant and cross-cutting will be more thoroughly considered here.

Before reviewing specific laws, it should be noted that these are some of the first major steps for the EU in regulating the evolving digital economy, but they are not expected to be the last. As technologies accelerate, Big Tech invents new business models, and new threats emerge, legislators will need to maintain the policy space to address ongoing and new challenges. They should not be hamstrung in their cross-cutting legislative mandates by permanent “trade” constraints on their policymaking in this fast-changing field of the digital economy.

The EU’s DSA and the DMA were introduced in December 2020, debated in several committees, and received extensive public input. They were approved in the European Parliament in July 2022, the Council shortly thereafter, and entered into force on November 1, 2022 (DMA) 240 and November 16, 2022 (DSA). 241

They are both primarily concerned with online internet intermediaries and platforms such as online marketplaces, social networks, and app stores, with the stated goals of ensuring that the fundamental rights of all users of digital services are protected, and to establish a level playing field to foster innovation, growth, and competitiveness. 242 Many actors will be involved in implementation, with the Directorate-General for Communications Networks, Content and Technology (DG CNECT) and DG for Competition playing leading roles.

In addition, the DGA entered into force on 23 June 2022. Similarly, the AI Act and the DA were proposed by the European Commission in April 2021 and February 2022 respectively and are still undergoing the legislative progress.

The above evidence of the negative impacts on European society of the provisions of the digital trade agenda begs the question of whether the
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provisions on data flows, data localisation and non-disclosure of source codes are compatible with the new laws. The answer is clear that they are not at all compatible with the laws. They are even less compatible with the stated intentions of EU legislators, regulators, and leaders.

**DSA**

The DSA introduces new obligations on online intermediaries and especially very large online platforms (VLOPs) and very large online search engines (VLOSEs) that reach 10 percent of the European population, or 45 million users, monthly. It bars targeted ads towards children as well as ads based on sensitive information (such as race or ethnicity, political views, sexual orientation, or religion). It requires firms to assess and mitigate systemic risks that arise from the “design, including algorithmic systems, functioning and use made of their services.” The risk assessments must address issues such as illegal content; negative effects on many fundamental rights, civic discourse, electoral processes, and public security; and physical and mental health including the protection of minors and gender-based violence. These assessments would need to include algorithms such as advertising and recommender systems as well as data practices. VLOPs and VLOSEs will need to take reasonable, proportionate, and effective mitigation.

“This means that tech giants will have to become more accountable for the use of toxic content-shaping algorithms that are amplifying hate speech, disinformation or gender-based harassment, and that they will have to adapt the functioning and design of these recommender systems to avoid the spread of such harmful content,” according to Amnesty International.

Algorithmic transparency is key to the DSA. Regulators will need to set up a “European Centre for Algorithmic Transparency” to attract data and algorithm scientists to help with enforcement, although the funds proposed thus far have been criticized as insufficient. But comprehensive regulatory oversight over algorithms does not seem feasible, and will certainly be made more difficult, under the provision in the digital trade agreements which bar governments from being able to require the disclosure of the source code or algorithm except in very limited circumstances. As mentioned earlier, there are exceptions for prevention or remedies to competition restrictions or distortions, and public safety in Article 207 of the EU-UK TCA, but only for specific investigations and ex post. The EU-NZ FTA also adds an exception for bias and removes the “specific” limitation.

However, exceptions for many other aims of the DSA, such as illegal content, fundamental rights, electoral manipulation, and others, do not appear in the provisions. Those who may rebut this claim by relying on the general exceptions imported into digital trade agreements from Article XX of the WTO’s GATT should note that those exceptions do not directly relate to most of those policy objectives, can only be used as a defence in a case, and only two of 48 attempts to use these exceptions have ever succeeded in the WTO.

Civil society organizations have called for the DSA to be strengthened with regards to ensuring transparency of algorithms and preventing Big Tech from using algorithms in ways that exacerbate the spread of disinformation, discrimination, manipulation, and undermine competition, and for phasing out all intrusive surveillance-based advertising.

After an inquest into the 2017 death of a 14-year-old girl, Molly Russell, the coroner concluded that social media had contributed, stating that she had “died from an act of self-harm whilst suffering from depression and the negative effects of online content,” according to Amnesty International.
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Legislators and regulators may well need to expand tools to address negative social impacts and violations of fundamental rights from surveillance advertising in the future. Locking in handcuffs on regulatory powers through the back door of a trade agreement is inconsistent with the objectives of the EU. These are crucial issues of fairness and fundamental rights and should not be trade issues at all.

On liability, the DSA aims to set rules for tech companies to ensure they crack down on illegal speech and products and are more transparent about how they handle content. The Act will also help tackle harmful content which, like political or health-related disinformation, does not have to be illegal and introduce better rules for content moderation and the protection of freedom of speech.

However, there are provisions in digital trade agreements of the U.S. which copy Section 230 of the U.S. Communications law, which limits liability of platforms for harms caused by the activities of third parties on their platforms. While this provision is not part of the EU digital trade regime, it appears unbracketed in the latest iteration of the digital trade agreement under negotiation at the WTO. Thus, holding platforms liable for harms caused by content on their platform may not be possible in the future, depending on the outcome of those negotiations.

**DMA**

The EU has been the leader in enforcement of competition policy against anti-competitive behaviours of Google, Facebook, and other U.S.- domiciled behemoths. Now the EU is moving from enforcing fines against monopolistic behaviour, to banning several of the anti-competitive practices of online “gatekeepers” through the DMA.

The new rules outlaw certain abusive practices for which Big Tech companies have come under fire in the past, such as combining user data from a number of different sources without explicit consent and available alternatives. New requirements mandate operating systems to open up to third-party apps — giving iPhone users, for example, more flexibility in deciding what programs to install on their phones.

Moreover, interoperability rules that will allow users to communicate across different messaging services, such as WhatsApp and Signal, have been widely lauded by consumer organizations. Big Tech corporations like Apple, Amazon and Facebook, including through their lobby DigitalEurope, have lobbied against this new legislation, but now they will be forced to comply.

A core provisions of the DMA mandates that business users of a platform must have access to the data that they generate in their use of the gatekeeper’s platform. This would likely require the cross-border transfer of the data from the gatekeeper, say Amazon, to the business users, such as a European SME. This is a key step in levelling the playing field between Big Tech behemoths and SMEs which depend on these large marketplaces to operate.

But digital trade agreements explicitly bar states from being able to limit cross-border data transfers, or from mandating that copies of the data sets be held locally. It is unclear how the requirements that platforms disclose data to business clients could be enforced if a platform were to use its data rights under a digital trade agreement as a defence against forced data access or data sharing.

**DATA GOVERNANCE ACT (DGA)**

According to the European Commission, the DGA is “a cross-sectoral instrument that aims to make more data available by regulating the re-use of publicly held, protected data, by boosting data sharing through the regulation of novel data intermediaries and by encouraging the sharing of data for altruistic purposes.” Both personal and non-personal data are in scope of the DGA, and wherever personal data is concerned, the GDPR applies. In addition to the GDPR, inbuilt safeguards are meant to increase trust in data sharing and re-use, a prerequisite to making more data available on the market.
The DGA "will also support the set-up and development of common European data spaces in strategic domains, involving both private and public players, in sectors such as health, environment, energy, agriculture, mobility, finance, manufacturing, public administration and skills."257

The DGA appears aimed to create a European data-driven economy. As such, it appears to have the potential to foster the use of data in the public interest.

However, in addition to fostering the re-use of public sector data for the private use, including by data trusts and data cooperatives as well as by Big Tech,258 there do not appear to be provisions for requiring the sharing or re-use of private data (such as that held by Big Tech) for the public interest, an idea that may be required in the future. However, this public interest requirement could be constrained by "digital trade" rules that bar governments from being able to require data disclosures, subject to the weak general exceptions.

**DATA ACT (DA)**

A proposal for a new DA was introduced in February 2022, with the intention of providing harmonized rules on access to and use of data. Along with the DGA, it forms part of the European Strategy for Data focused on European digital sovereignty.259

The DA proposal includes:

- Measures to allow users of connected devices to gain access to data generated by them, and to share such data with third parties to provide aftermarket or other data-driven innovative services.

- Measures to rebalance negotiation power for SMEs by shielding them from unfair contractual terms on data sharing, imposed by a party with a significantly stronger bargaining position.

- Means for public sector bodies to access and use data held by the private sector that is necessary for exceptional circumstances, particularly in case of a public emergency, such as floods and wildfires, or to implement a legal mandate if data are not otherwise available.

- New rules allowing customers to effectively switch between different cloud data-processing services providers.

- New safeguards against unlawful data transfer.

One might wonder how this could be accomplished under EU digital trade rules that give the harvester of the data exclusive right to collect, transfer, store, use, sell, or utilize in whatever means they please, rights without the ability of the state to mandate practices like data sharing in the public interest.

**ARTIFICIAL INTELLIGENCE ACT (AI ACT) AND THE AI LIABILITY DIRECTIVE**

The EU is also in the process of drafting an AI Act260 with the stated goal of "making the EU a world-class hub for AI and ensuring that AI is human-centric and trustworthy."261 The AI Act would use a risk-based approach, banning certain uses of AI as unacceptable, and restricting the use of high-risk AI systems, while regulating limited or low risk AI systems. It is an effort to boost EU leadership in the field to take advantage of AI's benefits, while curbing unlawful surveillance or violations of fundamental rights.262 Although it will be an improvement on the current lack of regulation, human and civil rights groups have found that the AI Act does not go far enough in protecting life-saving access to public benefits and services263 as well as in protecting fundamental rights and offering rights of redress.264

---


But “[p]rospective regulation of ethical, trustworthy and human centric AI may however require some measure of transparency or even disclosure over machine learning code and algorithms either in the course of an authorization procedure for critical applications or for the purpose of exercising regulatory oversight,” found an academic study commissioned by the Dutch Ministry of Foreign Affairs. 265

Under the proposed EU digital trade rules barring requirements for source code disclosure, foreign defendants could potentially claim treaty rights against the forced disclosure of data sets and the source code used in the AI, rendering the directive difficult to apply to foreign, but not domestic, defendants. A study by European Parliament’s Committee on International Trade (INTA) noted that “trade rules could considerably limit the EU’s rule-making capacity in relation to trustworthy and ethical AI.” 266

It further concluded that the “adoption of a similar provision in an agreement that would also be binding upon the EU risks hampering current EU efforts to make regulate AI, such as regarding its transparency.” 267 The study points out that the EU High Level Expert Group on Artificial Intelligence also devises transparency as one of the requirements AI should meet. 268

Thus, to regulate the Big Tech and their use of algorithms, countries must preserve their existing regulatory space by not taking any binding commitments on source code disclosures. Not knowing what kind of algorithms will be developed in the future, this regulatory space is extremely important for all governments.

In September 2022, the EU published a draft AI Liability Directive that would update liability rules for the digital age. The EU stands in contrast to the U.S. approach, in which Section 230 of the U.S. Communications law limits liability for platforms for activities of third parties on their networks. Instead, the new AI Liability Directive would empower consumers harmed by AI by presuming that a company is responsible if it failed to comply with legal requirements or refused to disclose the relevant documentation that the AI Act requires. 269 From media reports, it appears that the directive would mandate disclosure of “the datasets used to develop the AI system, technical documentation, logs, the quality management system and any corrective actions.” 270

In addition, the liability waiver for platforms embedded in the provisions of the proposed plurilateral digital trade agreement at the WTO would bar states from being able to hold platforms liable for publishing content created by third parties. The U.S. itself found the general exceptions so inadequate that it proposed a particular provision in the draft text to specify that the “measures necessary to protect against online sex trafficking, sexual exploitation of children, and prostitution, such as U.S. Public Law 115-164, the ‘Allow States and Victims to Fight Online Sex Trafficking Act of 2017’, which amends the Communications Act of 1934, is a measure that is necessary to protect public morals.” 271 This is the only waiver in U.S. law of the prohibition on liability of Section 230.

271 WTO Electronic Commerce Negotiations Updated Consolidated Negotiating Text – September 2021,” WTO INF/ECON/62/Rev.2 (September 2021): 24 (see Article B.12) Interactive computer services (limiting liability) provision 7(b)), available at https://www.bilaterals.org/?-other-292-.
Big Tech advocates commonly proffer the solipsistic argument that since there is a lot of digital trade, there must be rules governing this trade. Indeed, a lot of new rules are needed to govern Big Tech. The pandemic-induced accelerated use of online systems exposed the urgent need for innovative regulatory interventions in many areas. But the rules proposed by Big Tech would actually exacerbate, rather than constrain, their dominance over economic, social, and political life in Europe and around the world and the harms that dominance has wrought.

Instead, what is needed are efforts to: ensure human and fundamental rights in the digital economy; promote the use of data and digitalization for the public good; and promote digital industrialization.

All countries need data as a public good. All countries need to harness the value of data for the public interest, such as expanding access to quality public services, ensuring fairness and non-discrimination, and using data to assist in finding solutions to pressing social ills such as climate change. For example, public bodies should have rights to de-personalized privately collected data for public interest purposes, such from ride-share apps for transportation planning. Data should belong to and benefit the community which produces it, and not only the Big Tech firm that harvests it. What is needed is an effort to build a public data infrastructure for the public good.

“Data should be the fundamental public infrastructure of the 21st century, as were roads, street lights and clean drinking water in the past. As a partner on the Decode project, we want city governments to start reconceiving data as a new type of common good,”272 said Tom Symons, co-author of “Reclaiming the Smart City: Personal Data, Trust and the New Commons.”

One of the key strategies to use data and digitalization for the public good is digital industrialization, which would require rules and practices to promote innovative small businesses; foster job creation; prevent the roll-up of monopolies; ensure decent work and rights for workers in the digital sphere; and ensure communities benefit economically from digitalization. We need digital industrialization policies that benefit the majority, and that reverse the decades-long trend of capital capturing all of the gains of productivity growth.

This would require a different approach entirely from the rules championed by Big Tech, because it would require efforts to rein in Big Tech’s power. A non-exhaustive, brief review of the new digital rules that are needed include:

- New tax rules to ensure that Big Tech pays its fair share.
- New anti-discrimination rules that address rampant discrimination and harms from AI.
- New liability rules to prevent corporations from profiting from harm.
- New cybersecurity rules to prevent repeated leaks and hacks.
- New rights for gig workers – and existing workers’ rights applied in the digital economy.
- New anti-trust rules that break up the vertical integrated monopoly behemoths.
- New rules to improve competition policy and end monopolistic abuses.
- New rules to ensure that SMEs and start-ups have a fair shot in the economy.
- New data-sharing rules to promote data for the public good.
- New rules to make the digital economy more environmentally sustainable.
- Enforcement and strengthening of hard-won rules governing digital privacy and data protection.

---

However, none of these can be delivered through a “trade” agreement. This is because trade agreements inherently limit states’ rights to regulate economic behaviour, while providing rights to trade which are exercised by trading corporations. It is also because the trade negotiations machinery is more heavily weighted towards favouring business, over and above other public interest issues such as labour rights or privacy rights.

To accomplish these public interest goals, instead decisions must be taken through democratic channels involving legislators, regulators, technical experts, civil society, trade unions, and representatives of affected communities. The private sector is but one of those communities.

It has heretofore been the arbiter of nearly all decisions affecting the digital economy and digitalization more generally through the trade space. Their reign over decisions that affect the lives and rights of all must end. The digital trade agenda is an effort to constrain the ability of regulation in the public interest across the board.

Citizens and legislators must ensure that states maintain policy space for the above by NOT having “digital trade” agreements restricting it in the WTO or in bilateral agreements.
CONCLUSION

There is a tremendous amount of public debate on the negative impacts of the current lawlessness of Big Tech in the EU. Parliament and the Commission are debating and enacting further legislation right now which will fundamentally alter the regulatory landscape. Big Tech, and particularly US-domiciled corporations, are attempting an “end-run” around this deliberative, democratic process, by using “trade” policy to try to lock in handcuffs on the ability to regulate, on a permanent basis. Big Tech wants to lock-in their “rights” to control data, now and in the future, before governing bodies realize the vast value of that data. Using spurious justifications, they want to lock in secrecy mechanisms over the business practices – algorithms – that govern an increasingly vast number of decisions over innumerable aspects of human life, by banning requirements to disclose source code.

Who benefits from digitalization, like with any technology, will depend on the policy landscape in which the technology is utilized, and that will include global rules set in trade agreements.

In order for digitalization and data to positively impact, rather than harm, society and our shared environment, those policies must be shaped in the public interest. To do so, Big Tech’s foreclosure of that policy space through “trade” rules must be prevented.

It could be advantageous for EU legislators, regulators, the media, and the public to take this under consideration when trade officials claim that the digital trade agenda is in their interest. Further investigations of the potential conflicts of these provisions and other existing trade rules with new EU laws, as well as with existing fundamental and human rights, are highly warranted.
### ANNEX - TABLE COMPARING KEY DIGITAL TRADE CLAUSES IN EU-UK AND EU-NEW ZEALAND FTAS

<table>
<thead>
<tr>
<th><strong>Free flow of data and data localisation</strong></th>
<th><strong>EU-UK TCA</strong>&lt;sup&gt;i&lt;/sup&gt;</th>
<th><strong>EU-NZ FTA</strong>&lt;sup&gt;ii&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Article 201</strong></td>
<td><strong>ARTICLE 12.4</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Cross-border data flows</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. The Parties are committed to ensuring cross-border data flows to facilitate trade in the digital economy. To that end, cross-border data flows shall not be restricted between the Parties by a Party:</td>
<td>1. The Parties are committed to ensuring cross-border data flows to facilitate trade in the digital economy and recognise that each Party may have its own regulatory requirements in this regard.</td>
<td></td>
</tr>
<tr>
<td>(a) requiring the use of computing facilities or network elements in the Party’s territory for processing, including by imposing the use of computing facilities or network elements that are certified or approved in the territory of a Party;</td>
<td>(a) requiring the use of computing facilities or network elements in its territory for data processing, including by requiring the use of computing facilities or network elements that are certified or approved in the territory of the Party;</td>
<td></td>
</tr>
<tr>
<td>(b) requiring the localisation of data in the Party’s territory for storage or processing;</td>
<td>(b) requiring the localisation of data in its territory;</td>
<td></td>
</tr>
<tr>
<td>(c) prohibiting the storage or processing in the territory of the other Party; or</td>
<td>(c) prohibiting storage or processing of data in the territory of the other Party; or</td>
<td></td>
</tr>
<tr>
<td>(d) making the cross-border transfer of data contingent upon use of computing facilities or network elements in the Parties’ territory or upon localisation requirements in the Parties’ territory.</td>
<td>(d) making the cross-border transfer of data contingent upon the use of computing facilities or network elements in its territory or upon localisation requirements in its territory.</td>
<td></td>
</tr>
<tr>
<td>2. The Parties shall keep the implementation of this provision under review and assess its functioning within three years of the date of entry into force of this Agreement. A Party may at any time propose to the other Party to review the list of restrictions listed in paragraph 1. Such a request shall be accorded sympathetic consideration.</td>
<td>3. For greater certainty, the Parties understand that nothing in this Article prevents the Parties from adopting or maintaining measures in accordance with Article 25.1 (General Exceptions) to achieve the public policy objectives referred to therein, which, for the purposes of this Article, shall be interpreted, where relevant, in a manner that takes into account the evolutionary nature of the digital technologies. The preceding sentence does not affect the application of other exceptions in this Agreement to this Article.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4. The Parties shall keep the implementation of this Article under review and assess its functioning within three years after the date of entry into force of this Agreement unless the Parties agree otherwise. A Party may also at any time propose to the other Party to review this Article. Such request shall be accorded sympathetic consideration.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5. In the context of the review referred to in paragraph 4, and following the release of the Waitangi Tribunal’s Report Wai 2522 dated 19 November 2021, New Zealand:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(a) reaffirms its continued ability to support and promote Māori interests under this Agreement; and</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(b) affirms its intention to engage Māori to ensure the review referred to in paragraph 4 takes account of the continued need for New Zealand to support Māori to exercise their rights and interests, and meet its responsibilities under te Tiriti o Waitangi/the Treaty of Waitangi and its principles.</td>
<td></td>
</tr>
</tbody>
</table>

---

<sup>i</sup> Trade and Cooperation Agreement between the European Union and the European Atomic Energy Community, of the one part, and the United Kingdom of Great Britain and Northern Ireland, of the other part, Document 22021A0430(01), 01/12/2021 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv%3A%3AL%2F%2F OJ.L._2021.149.01.0010.01.ENG&toc=OJ%3AL%3A2021%3A149%3ATOC

<table>
<thead>
<tr>
<th>Protection of personal data and privacy</th>
<th>EU-UK TCA¹</th>
<th>EU-NZ FTA²</th>
</tr>
</thead>
</table>
| Article 202 Protection of personal data and privacy | 1. Each Party recognises that individuals have a right to the protection of personal data and privacy and that high standards in this regard contribute to trust in the digital economy and to the development of trade.  
2. Nothing in this Agreement shall prevent a Party from adopting or maintaining measures on the protection of personal data and privacy, including with respect to cross-border data transfers, provided that the law of the Party provides for instruments enabling transfers under conditions of general application (34) for the protection of the data transferred.  
3. Each Party shall inform the other Party about any measure referred to in paragraph 2 that it adopts or maintains. | 1. Each Party recognises that the protection of personal data and privacy is a fundamental right and that high standards in this regard contribute to enhancing consumer confidence and trust in digital trade.  
2. Each Party may adopt or maintain measures it deems appropriate to ensure the protection of personal data and privacy, including through the adoption and application of rules for the cross-border transfer of personal data. Nothing in this Agreement shall affect the protection of personal data and privacy afforded by the Parties’ respective measures.  
3. Each Party shall inform the other Party about any measures referred to in paragraph 2 that it adopts or maintains.  
4. Each Party shall publish information on the protection of personal data and privacy that it provides to users of digital trade, including:  
(a) how individuals can pursue a remedy for a breach of protection of personal data or privacy arising from digital trade; and  
(b) guidance and other information regarding compliance of businesses with applicable legal requirements protecting personal data and privacy. |

(34) For greater certainty, “conditions of general application” refer to conditions formulated in objective terms that apply horizontally to an unidentified number of economic operators and thus cover a range of situations and cases.
EU Digital Trade Rules: Undermining attempts to rein in Big Tech

## EU-UK TCA

**Access to source code**

<table>
<thead>
<tr>
<th>Article 207</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Transfer of or access to source code</strong></td>
</tr>
<tr>
<td>1. A Party shall not require the transfer of, or access to, the source code of software owned by a natural or legal person of the other Party.</td>
</tr>
<tr>
<td>2. For greater certainty:</td>
</tr>
<tr>
<td>(a) the general exceptions, security exceptions and prudential carve-out referred to in Article 199 apply to measures of a Party adopted or maintained in the context of a certification procedure; and</td>
</tr>
<tr>
<td>(b) paragraph 1 of this Article does not apply to the voluntary transfer of, or granting of access to, source code on a commercial basis by a natural or legal person of the other Party, such as in the context of a public procurement transaction or a freely negotiated contract.</td>
</tr>
<tr>
<td>3. Nothing in this Article shall affect:</td>
</tr>
<tr>
<td>(a) a requirement by a court or administrative tribunal, or a requirement by a competition authority pursuant to a Party’s competition law to prevent or remedy a restriction or a distortion of competition;</td>
</tr>
<tr>
<td>(b) a requirement by a regulatory body pursuant to a Party’s laws or regulations related to the protection of public safety with regard to users online, subject to safeguards against unauthorised disclosure;</td>
</tr>
<tr>
<td>(c) the protection and enforcement of intellectual property rights; and</td>
</tr>
<tr>
<td>(d) the right of a Party to take measures in accordance with Article III of the GPA as incorporated by Article 277 of this Agreement.</td>
</tr>
</tbody>
</table>

## EU-NZ FTA

**ARTICLE 12.11**

**Transfer of or access to source code**

1. The Parties recognise the increasing social and economic importance of the use of digital technologies, and the importance of the safe and responsible development and use of such technologies, including in respect of source code of software to foster public trust.

2. A Party shall not require the transfer of, or access to, the source code of software owned by a person of the other Party as a condition for the import, export, distribution, sale or use of such software, or of products containing such software, in or from its territory.1

3. For greater certainty, paragraph 2:

   (a) does not apply to the voluntary transfer of, or granting of access to, source code of software on a commercial basis by a person of the other Party, for example in the context of a public procurement transaction or a freely negotiated contract; and

   (b) does not affect the right of regulatory, administrative, law enforcement or judicial bodies of a Party to require the modification of source code of software to comply with its laws and regulations that are not inconsistent with this Agreement.

4. Nothing in this Article shall:

   (a) affect the right of regulatory authorities, law enforcement, judicial or conformity assessment bodies of a Party to access source code of software, either prior to or following import, export, distribution, sale or use, for investigation, inspection or examination, enforcement action or judicial proceeding purposes, to determine compliance with its laws and regulations, including those relating to non-discrimination and the prevention of bias, subject to safeguards against unauthorised disclosure;

   (b) affect requirements by a competition authority or other relevant body of a Party to remedy a violation of competition law;

   (c) affect the protection and enforcement of intellectual property rights; or

   (d) affect the right of a Party to take measures in accordance with point (a) of Article 14.1(2) (Incorporation of certain provisions of the GPA) under which Article III of the GPA is incorporated into and made part of this Agreement, mutatis mutandis.

---

[1] This Article does not preclude a Party from requiring that access be provided to software used for critical infrastructure, to the extent required to ensure the effective functioning of critical infrastructure, subject to safeguards against unauthorised disclosure.}
<table>
<thead>
<tr>
<th>Customs duties on electronic transmissions</th>
<th>EU-UK TCA</th>
<th>EU-NZ FTA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Article 203</strong></td>
<td><strong>ARTICLE 12.6</strong></td>
<td><strong>ARTICLE 12.7</strong></td>
</tr>
<tr>
<td>Customs duties on electronic transmissions</td>
<td>1. Electronic transmissions shall be considered as the supply of a service within the meaning of Title II of this Heading.</td>
<td>1. A Party shall not impose customs duties on electronic transmissions between a person of one Party and a person of the other Party.</td>
</tr>
<tr>
<td></td>
<td>2. The Parties shall not impose customs duties on electronic transmissions.</td>
<td>2. For greater certainty, paragraph 1 shall not preclude a Party from imposing internal taxes, fees or other charges on electronic transmissions, provided that such taxes, fees or charges are imposed in a manner consistent with this Agreement.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>No prior authorisation</th>
<th>EU-UK TCA</th>
<th>EU-NZ FTA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Article 204</strong></td>
<td><strong>ARTICLE 12.7</strong></td>
<td></td>
</tr>
<tr>
<td>No prior authorisation</td>
<td>1. A Party shall not require prior authorisation of the provision of a service by electronic means solely on the ground that the service is provided online, and shall not adopt or maintain any other requirement having an equivalent effect. A service is provided online when it is provided by electronic means and without the parties being simultaneously present.</td>
<td>1. Each Party shall endeavour not to impose prior authorisation or any other requirement having an equivalent effect on the supply of services by electronic means.</td>
</tr>
<tr>
<td></td>
<td>2. Paragraph 1 does not apply to telecommunications services, broadcasting services, gambling services, legal representation services or to the services of notaries or equivalent professions to the extent that they involve a direct and specific connection with the exercise of public authority.</td>
<td>2. Paragraph 1 shall be without prejudice to authorisation schemes that are not specifically and exclusively targeted at services provided by electronic means, and to rules in the field of telecommunications.</td>
</tr>
</tbody>
</table>